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Abstract. Existing approaches for opinion mining mainly focus on re-
views from Amazon, domain-specific review websites or social media.
Little efforts have been spent on fine-grained analysis of opinions in
review texts from mobile smart phone applications. In this paper, we
propose an aspect and subjective phrase extraction model for German
reviews from the Google Play store. We analyze the impact of different
features, including domain-specific word embeddings. Our best model
configuration shows a performance of 0.63 F1 for aspects and 0.62 F1

for subjective phrases. Further, we perform cross-domain experiments: A
model trained on Amazon reviews and tested on app reviews achieves
lower performance (drop by 27 percentage points for aspects and 15
percentage points for subjective phrases). The results indicate that there
are strong differences in the way personal opinions on product aspects
are expressed in the particular domains.

Keywords: Sentiment Analysis, Reviews, German, App Reviews, Opin-
ion Mining

1 Introduction

The analysis of sentiment expressions and opinions in text gained a lot of attention
within the last decade [23]. Studied types of texts include product reviews, Twitter
messages or blog posts [36]. The analysis of mobile applications (also known as
apps) and their user reviews in app stores, such as the Apple App Store3, Google
Play Store4, BlackBerry World5 or Windows Store6, has only gained very limited
attention so far. However, app reviews offer interesting characteristics which
3
https://itunes.apple.com/us/genre/ios/id36?mt=8

4
https://play.google.com/store/

5
https://appworld.blackberry.com/webstore/

6
https://www.microsoft.com/en-us/windows/apps-and-games
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The	game	is	really	great	and	just	fun.	Space	shortage	was	
finally	eliminated.	Thanks	to	EA	Games.	Unfortunately,	
the	game	at	the	airport	stucks	sometimes.	Battery	
consumption	is	really	enormous	since	the	last	update.	
This	tarnishes	the	whole	a	little.	Otherwise	top!!!	!" 
	

Fig. 1. Example of a user review for a mobile application. The review contains useful
information and feedback for app developers, e.g. that game in general is just fun.
However, the battery consumption, which is an aspect of the application, is really

enormous.

deserve special investigation: On the one side, they share properties with Tweets
and other social media texts, e.g., comparably short and informal language [6].
On the other side they are similar to product reviews from other domains or
platforms, e.g., reviews about household appliances, consumer electronics or
books on Amazon, as they typically describe the user’s opinion about specific
aspects. In the example user review in Figure 1, the task would be to detect
for instance the aspects “game” with the evaluation “great” and “fun”. It also
highlights that the aspect “battery consumption” is evaluated negatively, as the
word “enormous” indicates.

The analysis of app reviews is also interesting from a commercial point of
view. The reviews form a rich resource of information, since they hold the user’s
opinions about the application. Moreover the reviews often contain complaints
about problems and errors of the app as well as mentions of desired features.
Incorporating this feedback into the developement process can have a huge
influence on the success of the application [22]. However, the overwhelming amount
of user reviews challenges app developers. An application can get hundreds or
thousands of reviews each day, which make a manual inspection and analysis very
time consuming and impractical. An automated analysis of the reviews would
be benefical for app users as well since this would enable them to analyze the
advantages and disadvantages of one or multiple applications more easily. For
example, they could compare two fitness trackers according to specific aspects
like the accuracy of the tracked route or the visualization of the training progress.

With this paper, we present an evaluation of different features in a linear-
chain conditional random field to detect aspect phrases and subjective phrases in
German user reviewers from the Google Play Store. Specifically we investigate the
following research questions: (1) Which performance can be achieved on German
app reviews with a model which only takes textual features into account? (2) How
does the performance change if training is performed on Amazon product reviews
(still testing on app reviews)? (3) Under the assumption that performance in such



cross-domain model application setting drops: Can the use of word embedding
based features dampen the negative effect?

The rest of the paper is structured as follows: Section 2 highlights related
work in app mining research. We present our model in Section 3, followed by
the description of the word embedding features (Section 4). The evaluation of
the approach is given in Section 5. We conclude with Section 6 and mention
promising future steps and investigations.

2 Related Work

Recent year’s work in opinion mining produced a vast number of approaches [16,
31, 34]. The majority of approaches focuses on the study of product reviews [5],
Twitter messages [32] and blog posts [18]. Only very few approaches investigate
mobile applications and user reviews in app stores.

A early approach is done by Harman et al. [14]. They analyze the price,
customer rating and the rank of app downloads of apps in the BlackBerry App
Store. Evaluation results show a strong correlation between the customer rating
and the rank of app downloads. In contrast, Iacob and Harrison [17] automatically
detect feature requests in app reviews. They use a corpus of 3,279 reviews
from different applications in the BlackBerry App Store and manually create a
set of 237 linguistic patterns (e.g. “Adding <request> would be <POSITIVE-
ADJECTIVE>”). Fu et al. [8] focus on negative reviews and the identification of
reasons which lead to poor ratings. For this purpose the utilize Latent Dirichlet
allocation (LDA) [2] to extract topics from negative reviews and compare the
main reasons for poor reviews of applications from different categories. Chen et
al. [3] employ different topic models in a semi-supervised classifier to distinguish
informative and non-informative reviews. A different approach to the analysis
of app reviews is followed in [13]. They extract application features based on
noun, verb and adjective collocations. They use SentiStrength [33], a sentence
based opinion mining method, to determine the user opinions about the extracted
features. Moreover, the recognized features will be combined to more general
topics using LDA.

Other approaches in this area include fraud detection [9], classification of
app reviews to identify bug reports and feature requests [24], and coarse-grained
sentiment analysis [11, 13]. Further research investigates topic and keyword
identification methods [10, 37] as well as review impact analysis [28]. Table 1
summarizes work in this area. The majority of the approaches is based on manually
created English corpora which aren’t available to the research community. For
other languages only a few data sets exist, e.g. for German Maalej and Nabil [24]
make their review data available but only provide document level annotations.
Sänger et al. [30] recently published a corpus of German app reviews annotated
with aspects, subjective phrases and polarity. However, they only provide results
for a baseline model. In this paper, we perform further experiments on this
resource. To the best of our knowledge, this is the only corpus available which
contains such fine-grained annotations from the domain.



Table 1. Overview of existing work on app store review mining and analysis. For each
approach the overall objective, the number of applications and reviews used as well as
the app store (Apple App Store (A), Google Play Store (G) or BlackBerry World (B))
they originate from are given. All approaches use English language reviews.

Authors Objective Store #Apps #Reviews

Harman et al. [14] Identification of correlations between
price, rating and download rank

B 32,108 —

Iacob, Harrison [17] Pattern-based detection of feature re-
quests

B 270 137,000

Galvis et al. [10] Identification of topics and keywords
using LDA

G 3 327

Fu et al. [8] Analysis of negative reviews and their
reasons

G 171,493 13,286,706

Pagano, Maalej [28] Analysis of the impact of app user
reviews

A 1,100 1,100,000

Guzman, Maalej [13] Extraction of application features /
characteristics

A,G 7 32,210

Chen et al. [3] Identification of informative and non-
informative reviews

G 4 241,656

Vu et al. [37] Identification of topic and keywords
using topic modeling techniques

G 95 2,106,605

Maalej, Nabil [24] Classification of app review into bugs,
feature requests and simple appraisals

A,G 1,140 1,303,182

The use of word embedding based features has shown considerable impact on
the performance on a variety of NLP tasks, for instance chunking [4] or named
entity recognition [35]. Existing approaches either use word embeddings directly
[32] or derive discrete features [7] from them. For example, Guo et al.[12] perform
k-means clustering to get binary feature vectors. In constrast, Turian et al.[35]
utilize the intervals in which the values of the vector components lie to generate
discrete features. We are not aware of any previous work that has investigated
word embeddings and features based on word embeddings in the context of app
reviews, especially in a cross-domain setting.

3 Baseline Model

We model the recognition of subjective phrases and application aspects as sequence
labeling task, i.e., every word of a review text is assigned a category label from
the set L = {O,B-Subj, I-Subj,B-Asp, I-Asp}. We use a linear-chain conditional
random field [21] and the MALLET toolkit [25] to implement the model. To
learn the parameters of the model, the maximum likelihood method is applied.
Inference is performed using the Viterbi algorithm [29].

Our baseline model takes lexical, morphological and grammatical features
from each word (e.g. the token itself, part-of-speech tag, capitalization, 3-character
pre- and suffix) into account to capture the characteristics of application aspects



and evaluative phrases. The features are inspired by [19]. We further integrate
negation word detection as well as smiley and emoticon recognition. For negation
word detection we manually compiled a list of German terms, which imply
the absence of certain matters or carry out a negation of an actual situation,
and match them with the review text. We use a manually assembled list of
smileys and emoticons for recognition based on the lists GreenSmilies (http://
www.greensmilies.com/smilie-lexikon/) and Smiley lexicon (http://home.
allgaeu.org/cwalter/smileys.html).

In addition to the textual features of the currently considered token, the
characteristics of the context words are taken into account. For this purpose,
all features of the words with a distance of two positions before and after the
current token are added to the feature vectors. Each feature will be marked with
the distance to the currently considered token. All features of our model are
represented as boolean values.

4 Word Embedding Model

We generate features from word embeddings to enrich our model. We opt for
derivation of discrete features to be able to gain insights about the impact and
effectiveness of such features. The features are inspired by previous work [15, 38].

4.1 Synonym Expansion

The first feature category that is based on embeddings represents the use of
synonyms and semantically related words. More formally, for a word w up to 10
other words w0 from the vocabulary V with a cosine-similarity greater than a
threshold t (according to their embeddings v(w) and v(w0)) are added as synonym
features.

syn(w) = {w0|w0 2 V \ {w} ^ sim(vw, vw0) � t} .

We set t = 0.8 empirically based on a hold out set. Similar words are likely to
represent the same or similar concepts and should therefore get the same label.
For instance, if the term app is recognized as an indicator of an aspect, it is
likely that terms such as application, program or tool should also be considered
as aspects since they describe similar concepts.

4.2 Clustering

Synonym features only model relationships implicitly between groups of similar
words. To make this explicit, we perform hierarchical clustering of the word
embeddings and add the index of the most similar cluster center to the current
word as well as the full path and all path prefixes in the cluster hierarchy. Using
the path prefixes enables the model to take varying levels of granularity into
account and thus test different abstraction layers and cluster sizes.

Figure 2 shows the procedure exemplarily. As with the synonym expansion,
the aim of the clustering is to check the presence of groups of words rather
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Fig. 2. Example for clustering-based feature extraction. The grey leave corresponds
to the closest cluster to a considered word. Features for the path from the root are
therefore left, left-right, left-right-left, and cluster-id=3.

than individual words and thus achieve a higher recall. For example, subjective
expressions like exciting, fascinating or wonderful, potentially used to describe the
user interface of an app, should be treated equivalently and therefore should get
the same label. To build the cluster tree we apply a recursive top-down approach.
At the beginning all word embeddings form one cluster, which is divided into
two sub-clusters using the k -means clustering algorithm and cosine similarity.
Each sub-cluster is then recursively divided into two sub-clusters until a depth of
10 layers is reached.

5 Experiments and Results

We perform two experiments to evaluate the performance of our approach.
Firstly, we conduct an in-domain experiment for app reviews. Secondly, we train
on Amazon product reviews and test on the same set of app reviews. With this
experiment we are able to determine the impact of the training domain on the
performance of our model.

5.1 Data

As a dataset, we use the Sentiment Corpus of App Reviews (SCARE, [30]) to
perform the in-domain experiment. This corpus consists of 1,760 annotated
German application reviews from the Google Play Store with 2,487 aspects and
3,959 subjective phrases in total. The reviews belong to popular apps from 11
categories (e.g. fitness trackers, instant messengers, games and newspaper apps)
and represent a variety of use-cases of mobile applications. For the cross-domain
experiment, we utilize the Bielefeld University Sentiment Analysis Corpus for
German and English (USAGE, [20]). The corpus contains 611 German Amazon
reviews about products from eight different categories (e.g. coffee machines,



Table 2. Comparison of the SCARE [30] and the USAGE [20] review corpus. The
SCARE corpus consists of German app reviews from the Google Play Store. In contrast,
the USAGE corpus comprises Amazon product reviews about household appliances
(e.g. dishwashers or coffee machines).

SCARE USAGE
(App Reviews) (Amazon Reviews)

Documents 1, 760 611
� Sentences / Doc. 1.87 4.82
� Tokens / Doc. 19.02 89.90

Subj. Phrases 3, 959 5, 086
� Subj. Phrases / Doc. 2.50 8.32
Aspects 2, 487 6, 340
� Aspects / Doc. 1.41 10.38

microwaves and dishwashers) with overall 6,340 annotated product aspects and
5,086 subjective phrases. Table 2 compares the two data sets according to basic
statistics. The figures especially highlight the different review text lengths (19 vs.
90 token) of the two corpora.

5.2 Experimental Setup

We first examine the baseline version of our model. Subsequently the features
described in Section 4 and combinations of them are added. In the in-domain
experiment we split the SCARE corpus by randomly sampling 1,408 reviews (80%
of the corpus) as training set. The remaining reviews are used to test our model.
For the cross-domain experiment we train our model on the complete USAGE
corpus and evaluate on the same SCARE reviews as in the in-domain experiment.
For each experiment, we report F1 scores regarding exact and partial matches.
An exact match requires that the text boundaries of a predicted subjective phrase
or aspect must exactly match those of the goldstandard. When considering
partial matches only an overlap of at least one token between a predicted and a
goldstandard text span must exist.

As part of the evaluation of the word embedding features we make use of
two different text corpora to learn the embeddings. To build general-purpose
embeddings we utilize a German Wikipedia dump [1]. Moreover, we use a corpus
of 800,000 app reviews we collected in [30] to learn domain-specific word embed-
dings. We apply the CBOW Model [26, 27] with a vector size of 50. All other
hyperparameters of the method are left on their default.

5.3 Evaluation Results

The results of our in- and cross domain experiments are given in Table 3 resp. 4.
Our baseline model reaches an F1 score of 0.62 for aspect detection and 0.61

for recognition of subjective phrases. Taking partial matches into account the



Table 3. Evaluation results as F1 measure of the in-domain experiment. We distinguish
aspect and subjective phrase detection as well as exact and partial matches for each
experiment. Furthermore, the impact of each feature according to the baseline model is
given in parentheses. Bold figures mark the highest result of a column.

Subj. Phrases Aspects
Exact Partial Exact Partial

Baseline model 0.605 0.769 0.620 0.685

A
p
p

R
e
v
i
e
w

E
m

b
e
d
d
i
n
g
s

+ Synonym Expansion 0.610 0.777 0.628 0.702
(+ 0.8%) (+ 1.0%) (+ 1.3%) (+ 2.5%)

+ Clustering Features 0.615 0.783 0.616 0.691
(+ 1.7%) (+ 1.8%) (- 0.6%) (+ 0.9%)

+ All 0.615 0.782 0.634 0.698
(+ 1.7%) (+ 1.7%) (+ 2.2%) (+ 1.9%)

W
i
k
i
p
e
d
i
a

E
m

b
e
d
d
i
n
g
s

+ Synonym Expansion 0.606 0.767 0.626 0.685
(+ 0.2%) (- 0.2%) (+ 0.9%) (+/- 0%)

+ Clustering Features 0.618 0.781 0.623 0.688
(+ 2.1%) (+ 1.6%) (- 0.5%) (+ 0.4%)

+ All 0.618 0.782 0.620 0.683
(+ 2.1%) (+ 1.7%) (+/- 0%) (- 0.3%)

recognition of subjective phrases achieves clearly better values (0.77 vs. 0.69).
In general, the figures are comparable to validations results of other models in
product domains [20], which proves the suitability of our approach.

To test cross-domain, we train our model on Amazon product reviews and
test on app reviews. This decreases performance considerably. The model reaches
0.46F1 for subjective phrase recognition and 0.35F1 for aspect detection. This
is a performance decrease of 24% resp. 44% in comparison to the in-domain
experiment. Considering also partial matches as true positives lowers these values
to 8% resp. 27%. The results indicate that there are strong differences in the way
personal opinions on product aspects are expressed in the particular domains.

Performance improvements can be observed with the inclusion of word em-
bedding based features. We accomplish the best overall performance by using
both features, synonym expansion and clustering, based on domain-specific word
embeddings in the in-domain setting. The model achieves an F1 score of 0.62
(+1.7 %) for recognition of subjective phrases and 0.63 (+2.2%) for aspects.

In the cross-domain experiment the recognition of subjective phrases can
benefit from embedding features. Here, improvements up to 7.0 % regarding exact
matches resp. 5.5% for partial matches are reached. However, the detection of
application aspects suffers from embedding features: Using the complete feature
set in conjunction with the domain-specific embeddings, the performace decreases
by 11.9 %. That is remarkable because in the in-domain setting these embeddings
show better results than the Wikipedia-based embeddings.



Table 4. Evaluation results as F1 measure of the cross-domain experiment. We distin-
guish aspect and subjective phrase detection as well as exact and partial matches for
each experiment. Furthermore, the impact of each feature according to the baseline
model is given in parentheses. Bold figures mark the highest result of a column.

Subj. Phrases Aspects
Exact Partial Exact Partial

Baseline model 0.457 0.707 0.350 0.504

A
p
p

R
e
v
i
e
w

E
m

b
e
d
d
i
n
g
s

+ Synonym Expansion 0.456 0.713 0.355 0.497
(- 0.2%) (+ 0.8%) (+ 1.4%) (- 1.4%)

+ Clustering Features 0.444 0.703 0.345 0.463
(- 2.8%) (- 0.6%) (- 1.1%) (- 8.1%)

+ All 0.445 0.746 0.316 0.444
(- 0.7%) (+ 5.5%) (- 9.7%) (- 11.9%)

W
i
k
i
p
e
d
i
a

E
m

b
e
d
d
i
n
g
s

+ Synonym Expansion 0.463 0.707 0.350 0.489
(+ 1.3%) (+/- 0%) (+/- 0%) (- 3.6%)

+ Clustering Features 0.489 0.718 0.337 0.485
(+ 7.0%) (+ 1.6%) (- 3.7%) (- 3.8%)

+ All 0.483 0.721 0.353 0.496
(+ 5.7%) (+ 2.0%) (+ 0.9%) (- 1.6%)

6 Conclusion

In this paper, we presented a fine-grained sentiment analysis model for German
for app reviews from the Google play store. The model is based on conditional
random fields and takes lexical, morphological and grammatical features as well as
domain-specific characteristics into account to extract subjective expression and
application aspects from the user review texts. To model relationships between
words and groups of words we enrich our approach with discrete features based
on word embeddings.

The evaluation of the model shows competitive figures according to results of
similar extraction approaches developed on other product domains. Furthermore,
we illustrate that the performance of our model can be improved by 2% with
features based on domain-specific word embeddings. A cross-domain experiment
revealed that there are clear differences in the way personal opinions and product
aspects are expressed in app reviews in contrast to Amazon product reviews. This
proves the necessity of domain specific models for fine-grained app review mining
which take the linguisitic peculiarities of the short and informal review texts into
account. Our approach represents a first step towards more detailed analysis of
reviews which will support application developers as well as app customers to
analyze and compare the advantages and drawbacks of one or multiple apps.

Future work will include the evaluation of the model on other sentiment
data sets (e.g. Tweets or blog posts) as well as reviews from other languages.
Moreover, we will compare the discretization of the word embeddings as done



in this work with directly integrating them in our model. Another interesting
research direction will be to take into account domain adaptation methods to
improve the generalization of our model as well as to investigate other analysis
methods (e.g. neural network based approaches which learn embeddings in a
task specific manner). Beyond the optimization of our proposed apporach the
integration of further information extraction methods can improve the usefulness
of the model. For example, our current model is not designed to automatically
infer the polarity (positive, negative or neutral) of an subjective expression. The
extraction of relations between subjective expressions and the application aspects
they are actually targeting would be benefical, too. Furthermore, the assignment
of the extracted application aspects to a particular feature (group) or topic will
enable further analysis of the extracted results.

Acknowledgments. We thank Christian Scheible, Peter Adolphs and Steffen
Kemmerer for their valuable feedback and fruitful discussions.
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