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Abstract

The most prominent subtask in emotion anal-
ysis is emotion classification; to assign a cat-
egory to a textual unit, for instance a social
media post. Many research questions from the
social sciences do, however, not only require
the detection of the emotion of an author of
a post but to understand who is ascribed an
emotion in text. This task is tackled by emo-
tion role labeling which aims at extracting who
is described in text to experience an emotion,
why, and towards whom. This could, however,
be considered overly sophisticated if the main
question to answer is who feels which emo-
tion. A targeted approach for such setup is
to classify emotion experiencer mentions (aka
“emoters”) regarding the emotion they presum-
ably perceive. This task is similar to named
entity recognition of person names with the dif-
ference that not every mentioned entity name
is an emoter. While, very recently, data with
emoter annotations has been made available, no
experiments have yet been performed to detect
such mentions. With this paper, we provide
baseline experiments to understand how chal-
lenging the task is. We further evaluate the
impact on experiencer-specific emotion catego-
rization and appraisal detection in a pipeline,
when gold mentions are not available. We show
that experiencer detection in text is a challeng-
ing task, with a precision of .82 and a recall
of .56 (F1 =.66). These results motivate fu-
ture work of jointly modeling emoter spans and
emotion/appraisal predictions.

1 Introduction

Computational emotion classification is among the
most prominent tasks in the field of textual emo-
tion analysis. It is typically formulated as either
a classification or regression task, depending on
the underlying emotion theory and intended appli-
cation and domain: Texts can be classified into
one or multiple discrete emotion categories, fol-
lowing the concept of basic emotions by Ekman

(1992) or Plutchik (2001), as continuous values
within the vector space of valence, arousal and
dominance (Russell and Mehrabian, 1977) or based
on the emoter’s cognitive appraisal of the emotion-
eliciting event (e.g., the level of control or respon-
sibility; Smith and Ellsworth, 1985).

Recent work has emphasized the relevance of
perspective, i.e., whose emotion is considered
given an emotion-eliciting event. Typically, emo-
tions are investigated from either the writer’s or
the reader’s perspective, with only few approaches
that consider both (e.g., Buechel and Hahn, 2017).
Although not exclusively focused on it, perspec-
tive is also addressed in the context of semantic
role labeling (“Who is feeling the emotion?”), be-
sides the emotion target (“Who is the emotion di-
rected towards?”) and cause (“What is causing
the emotion?”) (Mohammad et al., 2014; Bostan
et al., 2020a). Troiano et al. (2022) build upon this
idea and extend the investigation to all potential
emoters affected by an event. For each entity, they
consider their emotions and the appraisal of the
corresponding event, which allows to disambiguate
the individual emotions.

Consider the example “Ken Paxton: Texas
House votes to impeach Trump ally”1. Here, “Ken
Paxton” could be attributed guilt because of the im-
peachment process following a potential appraisal
of self responsibility. “Trump” being described as
an ally might develop anger because he might eval-
uate the situation differently and assign an appraisal
of other responsibility. “Texas House” could be
considered a named entity, but does not represent
an emoter. The writer’s emotion is presumably
irrelevant in such news headline. Experiencer-
agnostic approaches can only assign emotions and
appraisal to the entire text, thus oversimplifying
the relations between individual experiencers.

Wegge et al. (2022) compare experiencer- and
text-level emotion/appraisal predictors on self-

1https://www.bbc.com/news/world-us-canada-65736478
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reported event descriptions. They find that an
experiencer-specific predictor is able to capture the
individual information, while a conventional classi-
fier averages over all individual (potentially contra-
dictory) information in the entire text. While they
provide a computational approach for experiencer-
specific emotion and appraisal classification, they
rely on gold annotations of experiencer-spans.
They do not investigate whether these spans can
be predicted reliably and what consequences this
would have on the classification task.

In this paper, we evaluate (i.) the performance of
an automatic experiencer-detection model and (ii.)
the impact of the imperfect automatic prediction on
emotion and appraisal classification. We show that
there is a substantial drop in the pipeline model in
contrast to using gold annotations, which motivates
future joint modeling work.

2 Related Work

Computational emotion classification is commonly
grounded in theories of basic emotions, i.e., Ek-
man (1992) or Plutchik (2001), while regression
models often handle emotions as tuples of con-
tinuous values within a vector space, for instance
of valence, arousal, and dominance (Russell and
Mehrabian, 1977). Emotion intensity prediction
combines both classification and regression tasks
by assigning not only an emotion category but a cor-
responding intensity score as well (Mohammad and
Bravo-Marquez, 2017). In appraisal theories, emo-
tions depend on the emoter’s cognitive evaluation
of the event (Smith and Ellsworth, 1985; Scherer
et al., 2001) and are either defined by it directly or
are understood to emerge out of it, depending on
the respective theory (Scarantino, 2016).

This cognitive appraisal can be modeled with
variables that represent the emoter’s event evalu-
ation, for instance whether the emoter could an-
ticipate the consequences of the event (outcome
probability) or whether the emoter is responsible
for what is happening (self responsibility) rather
than another entity (other responsibility). The ap-
praisal theories make an obvious aspect explicit:
the emotion is developed by an entity that is part
of an emotional episode. This work therefore puts
emphasis not only on a cause or expression of an
emotion, but also by whom it is perceived.

Emotion classification received substantial atten-
tion in a variety of domains like social media posts
(Mohammad and Bravo-Marquez, 2017; Stranisci

et al., 2022; i.a.), news headlines (Bostan et al.,
2020a) or literary texts (Alm et al., 2005). Most
work focused on the emotions from a single per-
spective. Semantic role labeling does consider
more than one perspective, but is primarily focused
on the relations between experiencers, targets, and
causes (Bostan et al., 2020a; Mohammad et al.,
2014; Kim and Klinger, 2018a). The work on emo-
tion experiencer detection is a more direct access
to the emotion experiencer (Wegge et al., 2022;
Troiano et al., 2022). In comparison to emotion
role labeling, that is a simplification that enables
a more straight-forward modeling. These model-
ing differences are similar to representing aspect-
based sentiment analysis as an aspect classification
task rather than finding full graph representations
of evaluative phrases and mentioned aspects (com-
pare the two shared task setups described by Barnes
et al., 2022; Pontiki et al., 2014).

Appraisal theories already motivated some NLP
research (Troiano et al., 2023; Hofmann et al.,
2020; Stranisci et al., 2022), but only recently,
Troiano et al. (2022) investigate all potential per-
spectives involved in an event with their x-enVENT

corpus, based on self-reported event descriptions
(Troiano et al., 2019). The corpus is annotated with
potential emoters, their respective emotions and
22 appraisals (score from 0–5 for each dimension).
Wegge et al. (2022) proposed first models to assign
emotions and appraisals to experiencer mentions,
but did rely on the experiencer annotations. There-
fore, it is still an open research question what the
challenges of emotion experiencer detection are;
the gap that we aim at filling with this paper.

3 Methods

Our methods consists of a pipeline of (a) experi-
encer detection followed by (b) experiencer-aware
emotion/appraisal detection. For the second step,
we follow Wegge et al. (2022) who purely relied
on gold annotations for the first step.

The experiencers consist of sequences of tokens
within a text (we assume experiencer-spans to be
non-overlapping). The writer’s perspective is rep-
resented with such annotation on a special token
prefix writer. One text can contain multiple expe-
riencer spans. Each experiencer gets assigned a set
of emotion labels (6 Ekman emotions + other, no
emotion, and shame) and a set of up to 22 appraisal
dimensions (see Table 3 for a list of classes).

Our pipeline consists of two steps: (i.) the detec-



tion of experiencers and (ii.) the prediction of emo-
tions/appraisal dimensions for each experiencer.
Models. For detecting the experiencer-spans, we
fine-tune a transition-based named entity recogni-
tion model (NER) from the spaCy library (Honni-
bal et al., 2020) on the x-enVENT corpus (Troiano
et al., 2022). The data set consists of 720 instances
which we split into 538 for training (of which we
use 61 for validation) and 107 for testing. We omit
14 instances that contain overlapping spans.2

Our goal is to ensure comparability with pre-
vious work on experiencer-specific emotion and
appraisal classification. Therefore, we apply the
same models as Wegge et al. (2022), by fine-tuning
Distil-RoBERTa (Liu et al., 2019, using Hugging
Face’s transformers library, Wolf et al., 2020) with
a multi-output classification head to jointly predict
all emotion labels (see their paper for implemen-
tation details). Experiencer-spans are encoded via
positional indicators in the text (cf. Zhou et al.,
2016). We differ from the previous approach in
formulating the prediction of appraisal dimensions
as classification instead of regression to have a
straight-forward access to an evaluation of the over-
all pipeline in which additional experiencers might
appear that are not available in the gold annotation.
To this end, we use a threshold of 4 to discretize the
continuous appraisal scores. The appraisal classifi-
cation head is analogous to the one for emotions.3

Evaluation. We evaluate the performance of our
pipeline by calculating the F1 in two settings. In
the strict evaluation, only exact matches of token
spans make true positives. In the relaxed setting,
we additionally accept partial matches with at least
one token overlap as true positives.

We apply the experiencer-specific classifiers to
the experiencer-spans detected in the first pipeline
component instead of the gold spans. We consider
this in the calculation of F1 by treating every pre-
dicted emotion or appraisal label as a false positive
if the associated experiencer-span has no corre-
spondence in the gold data (we accept overlapping
spans). Analogously, if a gold experiencer-span
was not recognized by the experiencer-span detec-
tor, we consider each gold emotion and appraisal
label that was associated with that span a false neg-
ative. We compare our results against the perfor-
mance values on gold-annotated experiencer spans.

2We use the default spaCy configuration, learning rate
0.001, weight decay, dropout 0.1, Adam optimizer.

3Our code is available at https://www.ims.
uni-stuttgart.de/data/appraisalemotion.

P R F1

s r s r s r

incl. WRITER 90 93 77 80 83 86
excl. WRITER 74 82 50 56 60 66

Table 1: Span-prediction results (s: strict; r: relaxed).

GOLD SPANS PIPELINE

Emotion P R F1 P R F1 ∆F1

anger 73 53 61 77 45 57 −4
disgust 76 81 79 64 56 60 −19
fear 82 60 69 68 57 62 −7
joy 48 82 60 49 69 57 −3
no emotion 54 79 64 47 47 47 −17
other 33 5 9 50 5 9 ±0
sadness 61 77 68 57 65 61 −7
shame 57 73 64 54 59 56 −8

Macro avg. 49 66 56 40 62 49 −7
Micro avg. 55 72 62 43 67 52 −10

Table 2: The experiencer-specific emotion classifier
is evaluated on expert-annotated (GOLD SPANS) and
automatically detected (PIPELINE) experiencer-spans.

4 Results

We report results for both pipeline components.

4.1 Experiencer-Span Detection

Table 1 reports the precision, recall and F1 of the
span-detector for all non-writer experiencers (excl.
WRITER) as well as to all experiencer-spans (incl.
WRITER). Recognizing the writer token as an
experiencer is trivial (F1 =1.0).

As to be expected, the performance of the span-
predictor is lower in the evaluation setup that con-
siders only the non-writer experiencers. There is
a considerable difference in the exact and relaxed
evaluation setup, which shows that the model some-
times only finds a subset of the experiencer tokens.
The task is challenging: while the precision is ac-
ceptable, only half of the experiencers are found.
This is to some degree a result of the annotation of
the data – the corpus authors tasked the annotators
to only label the first occurrence of each mention
of an experiencer in a text – a property that is chal-
lenging to be grasped automatically.

4.2 Emotion and Appraisal Classification

Table 2 reports the results of the emotion classifier
applied to the automatically predicted experiencer-
spans (PIPELINE setting) as well as the baseline
results (GOLD SPANS) that were obtained on expert-
annotated experiencer-spans. Across almost all
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GOLD SPANS PIPELINE

Appraisal P R F1 P R F1 ∆F1

suddenness 67 65 66 64 59 62 −3
familiarity 0 0 0 0 0 0 ±0
pleasantness 8 87 83 78 78 78 −9
understand 80 100 89 77 82 80 −9
goal relev. 38 33 0.35 29 22 25 −10
self resp. 64 95 76 61 70 65 −11
other resp. 73 73 73 64 60 62 −11
sit. resp. 52 79 62 45 68 54 −8
effort 67 29 40 20 14 17 −23
exert 0 0 0 0 0 0 ±0
attend 50 17 25 50 17 25 ±0
consider 72 66 69 65 57 61 −8
outcome prob. 55 75 63 51 62 56 −7
expect. discrep. 72 63 67 67 56 61 −6
goal conduc. 59 62 60 60 57 59 −1
urgency 0 0 0 0 0 0 ±0
self control 58 89 70 58 64 61 −9
other control 75 55 63 63 45 52 −11
sit. control 52 78 62 46 67 55 −7
adj. check 75 75 75 72 53 61 −14
int. check 33 12 18 25 12 17 −1
ext. check 0 0 0 0 0 0 ±0

Macro avg. 46 64 54 42 48 45 −9
Micro avg. 58 86 69 54 69 61 −8

Table 3: Appraisal classification results of the appraisal
classifier evaluated on expert-annotated (GOLD SPANS)
and automatically detected (PIPELINE) experiencer-
spans.

emotion categories, the PIPELINE classifier per-
forms worse than the GOLD SPANS baseline, which
is expected as the evaluation method penalizes erro-
neously detected experiencer-spans. However, the
drop in performance differs between emotions. For
anger, joy, sadness, fear, shame the difference is
less than 10pp F1– for these emotions, experiencers
can be found more reliably than for disgust (19pp)
or no emotion (17pp).

The notable decrease in performance for no emo-
tion is in line with the observation that predicting
non-writer spans is more challenging than predict-
ing writer-spans. From all spans annotated with
no emotion, 84% are non-writer spans. However,
the classification performance also drops for emo-
tion classes that are frequently annotated in writer-
spans; The pipeline classifier shows its biggest de-
crease in performance (19pp) for disgust, although
76% of all spans annotated with disgust are writer-
spans. This is due to the span-predictor’s low recall:
a low number of recognized spans leads to a higher
number of false negatives for all emotion classes
associated with these spans. The biggest increase
in FN introduced by the span-predictor is observed
for disgust (71%), the lowest for other (21%).

Analogous to the emotion classifier, we observe
a decrease in performance for the appraisal predic-
tor, reported in Table 3. Again, there is a substan-
tial difference in the drop of performance, with ef-
fort and adjustment check showing the highest loss
(23pp and 14pp, respectively) and goal conducive-
ness, internal check, attend being the lowest (1pp
or no difference). Both effort and adjustment check
appear only seldom in writer-spans (33% each),
while goal conduciveness, internal check and at-
tend appear more often in writer spans (between
39% and 44%) and are less prone to unrecognized
spans (44%/40% of FN are introduced through
missing spans for goal conduciveness/attention,
29% for internal check; cf. Table 7). However,
the individual differences are less pronounced than
for the emotion classification results, due to the
sparseness of some appraisal dimensions.

We show more detailed emotion/appraisal-
specific statistics of writer spans and false negatives
in the appendix.

5 Discussion and Conclusion

In this paper, we presented the first evaluation of
experiencer detection in text and the impact of these
predictions on the emotion/appraisal classification.
We found that experiencer detection is challenging
but the results are promising.

The emotion/appraisal detection interacts with
the span prediction task. This indicates that a joint
model that can explore interactions between expe-
riencer and emotion/appraisal dimensions might
work better than the pipeline setting. Such model
is however not trivial to be build, because the emo-
tion/appraisal classification depends on a variable
number of spans. Possible approaches include a
purely token-level classification task or multiple se-
quence labeling setups. Such engineering attempts
can also find inspiration in emotion–cause pair ex-
traction models (e.g., Yuan et al., 2020).

Our work also motivates other follow-up stud-
ies, namely to extend the experiments to cor-
pora that are fully annotated with emotion role
graphs (Campagnano et al., 2022), from which
some contain experiencer annotations (Bostan et al.,
2020b; Kim and Klinger, 2018b; Mohammad et al.,
2014). We expect our approach to show improve-
ments over full graph predictions for the subtask
of experiencer-specific emotion prediction due to
fewer model parameters.
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A Distributions Emotion Spans and False
Negatives

Writer Non-Writer

Emotion % # % #

anger .61 204 .39 132
disgust .76 66 .24 21
fear .61 135 .39 85
joy .45 118 .55 147
no emotion .16 43 .84 226
other .50 59 .50 58
sadness .59 249 .41 174
shame .64 209 .36 116

Table 4: Frequency (absolute and relative) of writer and
non-writer spans annotated with a given emotion.

total due to non-recogn. span

Emotion # # %

anger 28 7 .25
disgust 7 5 .71
fear 13 4 .31
joy 12 7 .58
no emotion 23 14 .61
other 19 4 .21
sadness 21 9 .43
shame 21 10 .48

Table 5: Number of false negative emotion predictions
(relative and absolute) that were introduced due to the
experiencer predictor not recognizing the span.

B Distributions Appraisal Spans and
False Negatives

Writer Non-Writer

Appraisal % # % #

suddenness .62 333 .38 202
familiarity .9 3 .91 30
pleasantness .53 99 .47 87
understand .58 642 .42 460
goal relev. .47 40 .53 45
self resp. .47 244 .53 273
other resp. .50 256 .50 251
sit. resp. .70 140 .30 59
effort .33 25 .67 51
exert .38 3 .62 5
attend .44 18 .56 23
consider .54 140 .46 119
outcome prob. .54 211 .46 177
expect. discrep. .60 380 .40 252
goal conduc. .44 76 .56 96
urgency .40 10 .60 15
self control .39 136 .61 217
other control .50 199 .50 203
sit. control .67 135 .33 67
adj. check .33 145 .67 301
int. check .39 26 .61 41
ext. check .21 9 .79 34

Table 6: Frequency (absolute and relative) of writer-
/non-writer spans annotated with a given appraisal class.

total due to non-recogn. span

Appraisal # # %

suddenness 30 11 .37
familiarity 3 1 .33
pleasantness 5 3 .60
understand 28 28 1
goal relev. 7 2 .29
self resp. 25 23 .92
other resp. 28 13 .46
sit. resp. 6 3 .50
effort 6 3 .50
exert 2 1 .50
attend 5 2 .40
consider 15 5 .33
outcome prob. 20 13 .65
expect. discrep. 41 16 .39
goal conduc. 9 4 .44
urgency 3 1 .33
self control 23 19 .83
other control 33 12 .36
sit. control 6 3 .50
adj. check 36 20 .56
int. check 7 2 .29
ext. check 6 4 .67

Table 7: Number of false negative appraisal predictions
(relative and absolute) that were introduced due to the
experiencer predictor not recognizing the span.


