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About Myself (and Stuttgart)

● 1999–2006: Studies at University of Dortmund:
Computer science with minor psychology
● 2006–2010: Doctoral studies at Fraunhofer SCAI, St. Augustin:

Biomedical text mining, machine learning
● 2010, 2013: Research visits at UMass Amherst:

Probabilistic machine learning, MCMC inference
● 2011–2012: Postdoc at Fraunhofer SCAI:

Social media mining, eGovernment
● 2013–2014: Postdoc at Bielefeld University:

Sentiment analysis, opinion mining
● 2015: Co-Founder of Semalytix GmbH (exit 2020)
● 2014–2015: Visiting professor at Uni Stuttgart
● 2015–: (Senior) Lecturer at IMS
● 2020: Habilitation in Computer Science:

Structured Modelling of Affect in Text
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The group at Fraunhofer was connected to Uni Bonn
through an institute which was founded through the
Berlin-Bonn Act. If Stuttgart won in 1948 to be the
capital, that might not have existed.
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My postdoc adviser Philipp Cimiano
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Cofounder Matthias Hartung lived in Stuttgart.
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Language Understanding

● Challenges:
1. Interpret and structure propositional knowledge/statements
2. Infer properties about author of message
● Two case-studies: Biomedical Information Extraction and Emotion Analysis
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Goal of this lecture

● Outline approaches to information extraction,
highlight particularities of biomedical NLP and
emotion analysis
● Highlight differences between text genres/domains

and particular challenges
● Discuss methodological implications for

extraction tasks of different types
● I’ll let you know at the end how these clearly very

different topics can come together in applications.
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● Identify concept: sufficient for retrieval
● Identify mention position:

nice to have for further analysis tasks
● Multiple concepts can be associated with one document
● (I am mixing NER, Entity Linking, and Document Classification here.)
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BioNLP and Medical NLP

● Automatically extract information from
texts in the life science domain

● A lot of information is hidden in text.

● Scientific papers (from PubMed)
● Discharge letters
● Documentations of clinical trials

● Entity classes of interest:

● Gene/names, mutations, species
● Chemical compounds, drugs, treatments
● Diseases, medical conditions,

adverse effects
● …

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 10 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

BioNLP and Medical NLP

● Automatically extract information from
texts in the life science domain
● A lot of information is hidden in text.

● Scientific papers (from PubMed)
● Discharge letters
● Documentations of clinical trials

● Entity classes of interest:

● Gene/names, mutations, species
● Chemical compounds, drugs, treatments
● Diseases, medical conditions,

adverse effects
● …

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 10 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

BioNLP and Medical NLP

● Automatically extract information from
texts in the life science domain
● A lot of information is hidden in text.

● Scientific papers (from PubMed)

● Discharge letters
● Documentations of clinical trials

● Entity classes of interest:

● Gene/names, mutations, species
● Chemical compounds, drugs, treatments
● Diseases, medical conditions,

adverse effects
● …

From SARS to COVID-19: What we have learned about children
infected with COVID-19

Meng-Yao Zhoua,1, Xiao-Li Xiea,1,*, Yong-Gang Pengb, Meng-Jun Wuc, Xiao-Zhi Denga,
Ying Wud, Li-Jing Xionga, Li-Hong Shanga
aDepartment of Pediatric Infection and Gastroenterology, Chengdu Women's and Children's Central Hospital, School of Medicine, University of Electronic
Science and Technology, Chengdu, Sichuan, P.R. China
bDepartment of Anesthesiology, Department of Anesthesiology, University of Florida College of Medicine, Gainesville, Fl, USA
cDepartment of Anesthesiology, Chengdu Women's and Children's Central Hospital, School of Medicine, University of Electronic Science and Technology,
Chengdu, Sichuan, P.R. China
dDepartment of Pediatric Pneumology, Chengdu Women's and Children's Central Hospital, School of Medicine, University of Electronic Science and
Technology, Chengdu, Sichuan, P.R. China

A R T I C L E I N F O

Article history:
Received 31 March 2020
Received in revised form 29 April 2020
Accepted 30 April 2020

Keywords:
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COVID-19
SARS-CoV-2
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Children

A B S T R A C T

Introduction: Coronaviruses, both SARS-CoV and SARS-CoV-2, first appeared in China. They have certain
biological, epidemiological and pathological similarities. To date, research has shown that their genes
exhibit 79% of identical sequences and the receptor-binding domain structure is also very similar. There
has been extensive research performed on SARS; however, the understanding of the pathophysiological
impact of coronavirus disease 2019 (COVID-19) is still limited.
Methods: This review drew upon the lessons learnt from SARS, in terms of epidemiology, clinical
characteristics and pathogenesis, to further understand the features of COVID-19.
Results: By comparing these two diseases, it found that COVID-19 has quicker and wider transmission,
obvious family agglomeration, and higher morbidity and mortality. Newborns, asymptomatic children
and normal chest imaging cases emerged in COVID-19 literature. Children starting with gastrointestinal
symptoms may progress to severe conditions and newborns whose mothers are infected with COVID-19
could have severe complications. The laboratory test data showed that the percentage of neutrophils and
the level of LDH is higher, and the number of CD4+ and CD8+T-cells is decreased in children's COVID-19
cases.
Conclusion: Based on these early observations, as pediatricians, this review put forward some thoughts on
children's COVID-19 and gave some recommendations to contain the disease.
© 2020 The Authors. Published by Elsevier Ltd on behalf of International Society for Infectious Diseases.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-

nd/4.0/).

1. Introduction

A cluster of patients presented with pneumonia caused by an
unknown pathogen that was linked to the seafood wholesale
market in Wuhan, China, in December 2019. Subsequently, a new
coronavirus was identified by sequencing the whole genome of
patient samples (Zhu et al., 2020a). It was named severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) by the

Coronavirus Study Group (CSG) of the International Committee
on Taxonomy of Viruses (Gorbalenya et al., 2020), and the disease
caused by the virus was named coronavirus disease 2019 (COVID-
19) by the World Health Organization (WHO).

Of seven coronaviruses identified from humans, HCoV-229E
and HCoV-NL63 belong to α-coronaviruses, and HCoV-OC43,
MERS-CoV, SARS-CoV and SARS-CoV-2 belong to β-coronaviruses.
Both SARS-CoV and SARS-CoV-2 first emerged in China. Although
the genome-wide similarity is about 79%, the similarity of the
seven conserved domains used for virus identification is as high as
94.6%. This indicates that SARS-CoV-2 belongs to the same genus as
SARS-CoV. Additionally, studies have shown that SARS-CoV-2
could enter cells through angiotensin-converting enzyme 2 (ACE2)
receptors on the surface of cell membranes, which is consistent
with SARS-CoV (Lu et al., 2020a; Zhou et al., 2020).

* Corresponding author. Department of Pediatric Infection and Gastroenterology,
Chengdu Women's and Children's Central Hospital, School of Medicine, University
of Electronic Science and Technology, Chengdu, Sichuan, 610091, China. Tel.: +86
13438234411.

E-mail address: xxlilye@qq.com (X.-L. Xie).
1 These two authors contributed equally.

https://doi.org/10.1016/j.ijid.2020.04.090
1201-9712/© 2020 The Authors. Published by Elsevier Ltd on behalf of International Society for Infectious Diseases. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

International Journal of Infectious Diseases 96 (2020) 710–714

Contents lists available at ScienceDirect

International Journal of Infectious Diseases

journal homepage: www.elsevier .com/ locate / i j id
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BioNLP and Medical NLP
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● Scientific papers (from PubMed)
● Discharge letters

● Documentations of clinical trials
● Entity classes of interest:

● Gene/names, mutations, species
● Chemical compounds, drugs, treatments
● Diseases, medical conditions,

adverse effects
● …

Discharge Letter Example 1 
 
Letter Date: xx/xx/xxxx 
Reference: 
Dictated Date: xx/xx/xxxx 
Transcribed Date: xx/xx/xxxx 
PATIENT;    D.O.B:  ..; CHI:    . 
 
Admission: Specialty - .; Ward – xx 
Consultant:  Date of Admission - xx/xx/xxxx 
Date of Discharge - xx/xx/xxxx; Discharged to:  [ . . ]Follow Up: [  ] 
 
Clinical Comments: 
Diagnosis: Musculoskeletal chest pain 
Ischaemic heart disease 
Type II diabetes mellitus 
Hypertension 
Previous CVA 
Obesity 
This [..] year old woman was admitted with a complaint of recurrent [chest pain]. 
There is a background of ischaemic heart disease with previous [. . ] myocardial 
infarction and [. . . ] 
Other history is of hypertension, cerebral vascular disease, type II diabetes mellitus 
and obesity. Cardiac examination [ . . ] ECG showed sinus rhythm with old [. . ] 
infarction. There were no sequential changes and troponin was not raised. 
I felt that her symptoms were consistent with musculoskeletal origin. [ . . ]. 
 
Yours sincerely,  

 

Dr [ . . ] 

 

 

INFORMATION COMMENTS FOR CODING PURPOSES:  

This is a good example of a very codeable discharge summary with a good patient 
history identifying any relevant co-morbidities 

 

https://www.isdscotland.org/Products-and-Services/Terminology-Services/
Information-for-Clinicians/docs/Discharge-summary-examples_final_CF02.pdf
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The safety and scientific validity of this study is the responsibility of the study
sponsor and investigators. Listing a study does not mean it has been evaluated by
the U.S. Federal Government. Know the risks and potential benefits of clinical
studies and talk to your health care provider before participating. Read our
disclaimer for details.

 

ClinicalTrials.gov Identifier: NCT04374838

Recruitment Status b : Recruiting
First Posted b : May 5, 2020
Last Update Posted b : August 12, 2020

See Contacts and Locations

Study Details Tabular View No Results Posted Disclaimer How to Read a Study Record

COVID-19 is an emerging, rapidly evolving situation. 
Get the latest public health information from CDC: https://www.coronavirus.gov. 

Get the latest research information from NIH: https://www.nih.gov/coronavirus.

Trial record 10 of 3541 for:    covid

Previous Study  | Return to List  | Next Study

Effect of COVID-19 Pandemic on Pediatric Cancer Care

Sponsor:
South Egypt Cancer Institute

Information provided by (Responsible Party):
Mahmoud Motaz Elzembely, South Egypt Cancer Institute
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Example: How to find drug names and chemical compounds?

Idea:

● Let’s check for existing data bases
● Implement a (fuzzy) dictionary-matching algorithm
⇒ Find mentions and link to databases in one step
⇒ Directly find chemical compound
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Abstract

Chemical compounds like small signal molecules or other biological active chemical substances are an important entity class in life
science publications and patents. The recognition of these named entities relies on appropriate dictionary resources as well as on training
and evaluation corpora. In this work we give an overview of publicly available chemical information resources with respect to chemical
terminology. The coverage, amount of synonyms, and especially the inclusion of SMILES or InChI are considered. Normalization of
different chemical names to a unique structure is only possible with these structure representations. In addition, the generation and
annotation of training and testing corpora is presented. We describe a small corpus for the evaluation of dictionaries containing chemical
enities as well as a training and test corpus for the recognition of IUPAC and IUPAC-like names, which cannot be fully enumerated in
dictionaries. Corpora can be found on http://www.scai.fraunhofer.de/chem-corpora.html

1. Introduction

In life science and chemical research a huge amount of
new publications, research reports and patents is produced
every year. High efforts were made to improve named entity
recognition (NER) to support researchers to cope with the
growing amount of publications. Analysis of the quality of
developed methods have been focused to a great extend on
the recognition of gene and protein names. Corpora for the
main model organisms have been annotated and different
systems have been evaluated in international assessments.
The identification of protein and gene names is still a chal-
lenge but as a result of the mentioned efforts, dictionary and
rule based methods as well as machine learning techniques
are now well established for protein and gene mentions
in text. The Proceedings of the BioCreative II challenge
(Hirschmann et al., 2007) give a good overview about the
state-of-the-art methods and their performance.
A further important entity class is composed of small chemi-
cal compounds, for instance artificial substances, like drugs,
or the organism’s own biomolecules like metabolites or
small signaling molecules. They are analyzed in many bio-
logical, medical or pharmacological studies to clarify their
effect onto biological systems or to study the biological
systems on its own.
In contrast to genes coded through a nucleotide sequence
and protein macromolecules coded through amino acid se-
quences these small chemical molecules are represented in
structures. InChI and SMILES are chemical structure descrip-
tions that have been developed to refer to a compound with
a unique textual compound identifier. In addition the largest
commercial chemical database (CAS) provide for its whole
chemical compound content unique CAS registry numbers
(e.g. 50-78-2 for Aspirin). These numbers are are often used
for normalization in the chemical community but they are
proprietary and contain no structural information. Because

of a limited readability of such specifications for humans,
trivial names or drug trade names and the nomenclature
published by the International Union of Pure and Applied

Chemistry (IUPAC, (McNaught and Wilkinson, 1997)) is
commonly applied (Eller, 2006) in text. Also combinations
of the different types of names as well as abbreviations,
especially of often used substances, are in use.
A number of systems deal with the entity class of chemical
names, spanning from manually developed sets of rules
(Narayanaswamy et al., 2003; Kemp and Lynch, 1998),
grammar or dictionary-based approaches (Anstein et al.,
2006; Kolářik et al., 2007; Rebholz-Schuhmann et al., 2007)
to machine learning based systems (Sun et al., 2007; Corbett
et al., 2007).
Semantic search, classification of recognized names, or
structure and substructure searches are improved by normal-
izing the names to the corresponding structure. Chemical
dictionaries containing structural representation allows for
direct mapping of recognized names to the corresponding
structure at the same time. Therefore one main task during
the development of dictionary based systems is the genera-
tion of comprehensive resources providing synonyms and
unique identifiers for the normalization of the entities of
interest.
For other representations of chemical structures like
SMILES, InChI or IUPAC names such an enumeration is
only possible for the most common substances. The full
chemical space cannot be enumerated. Therefore dictionary
independent systems are necessary for the recognition of
these names. For machine learning based systems as well
as for system evaluation, the annotation of text corpora is
another main challenge.
To our knowledge, no general overview or evaluation on pub-
licly available terminology resources, like databases, cover-
ing chemical entities is available. In this work, we give a sur-
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For other representations of chemical structures like
SMILES, InChI or IUPAC names such an enumeration is
only possible for the most common substances. The full
chemical space cannot be enumerated. Therefore dictionary
independent systems are necessary for the recognition of
these names. For machine learning based systems as well
as for system evaluation, the annotation of text corpora is
another main challenge.
To our knowledge, no general overview or evaluation on pub-
licly available terminology resources, like databases, cover-
ing chemical entities is available. In this work, we give a sur-
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Abstract

Chemical compounds like small signal molecules or other biological active chemical substances are an important entity class in life
science publications and patents. The recognition of these named entities relies on appropriate dictionary resources as well as on training
and evaluation corpora. In this work we give an overview of publicly available chemical information resources with respect to chemical
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dictionaries containing structural representation allows for
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the development of dictionary based systems is the genera-
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Cocaine Synonyms
cocaine Kokain Neurocaine Cocain L-Cocaine Cocaina beta-Cocain (-)-Cocaine Methyl Benzoylecgonine l-Cocain Benzoylmethylecgonine Leaf Dama blanca
Pimp’s drug Cocaine free base 1-Cocaine White girl or lady cocainum Star-spangled powder Cocaine, l- Eritroxilina Erytroxylin Kokayeen Bernies

Burese Corine 50-36-2 Kokan Coke UNII-I5Y540LHVR Bernice Cholly Cecil Flake Blow Girl Lady Rock Snow Toot Happy trails Green gold Happy dust
Nose candy Gold dust Star dust CHEBI:27958 2-beta-Carbomethoxy-3-beta-benzoxytropane HSDB 6469 C”Carrie I5Y540LHVR 2-beta-Tropanecarboxylic acid,
3-beta-hydroxy-, methyl ester, benzoate (ester) methyl (1R,2R,3S,5S)-3-(benzoyloxy)-8-methyl-8-azabicyclo[3.2.1]octane-2-carboxylate Crack cocaine Methyl
3beta-hydroxy-1alphaH,5alphaH-tropane-2beta-carboxylate benzoate (ester) COC Ecgonine, methyl ester, benzoate (ester) Jam Crack
3-Tropanylbenzoate-2-carboxylic acid methyl ester 2beta-Carbomethoxy-3beta-benzoxytropane 1-alpha-H,5-alpha-H-Tropane-2-beta-carboxylic acid,
3-beta-hydroxy-, methyl ester, benzoate 2-Methyl-3beta-hydroxy-1alphaH,5alphaH-tropane-2beta-carboxylate benzoate (ester)
3-(Benzoyloxy)-8-methyl-8-azabicyclo-(3.2.1)octane-2-carboxylic acid methyl ether 3beta-Hydroxy-1alphaH,5alphaH-tropane-2beta-carboxylic acid methyl ester
benzoate methyl (1S,3S,4R,5R)-3-benzoyloxy-8-methyl-8-azabicyclo[3.2.1]octane-4-carboxylate methyl
[1R-(exo,exo)]-3-(benzoyloxy)-8-methyl-8-azabicyclo[3.2.1]octane-2-carboxylate Methyl 3-beta-hydroxy-1-alpha-H,5-alpha-H-tropane-2-beta-carboxylate
benzoate (ester) (1R,2R,3S,5S)-2-Methoxycarbonyltropan-3-yl benzoate Blow [Street Name] Girl Lady Rock Toot Cecil Flake Sleighride Badrock

Bazooka Bernice Blizzard Cabello Charlie Cocktail Goofball Moonrocks Blast Candy Caviar Freeze Heaven Snort Trails Coca Cola Hell Toke Yeyo
Bouncing Powder Chicken Scratch Happy powder EINECS 200-032-7 Florida Snow Sweet Stuff Gold dust [Street Name] Prime Time C Carrie Happy dust
[Street Name] 8-Azabicyclo(3.2.1)octane-2-carboxylic acid, 3-(benzoyloxy)-8-methyl-, methyl ester, (1R-(exo,exo))- Foo Foo Kibbles n’ Bits Snow (birds)
G-Rock [1R-(exo,exo)]-3-(benzoyloxy)-8-methyl-8-azabicyclo[3.2.1]octane-2-carboxylic acid, methyl ester methyl
(1R,2R,3S,5S)-8-methyl-3-[(phenylcarbonyl)oxy]-8-azabicyclo[3.2.1]octane-2-carboxylate Cholly [Street Name] Cocaine [USP:BAN] Star dust [Street Name]
Green gold [Street Name] DEA No. 9041 Happy trails [Street Name] Line Cocaine (-) 1i7z Epitope ID:158626 SCHEMBL21930 CHEMBL370805 GTPL2286
IDS-NC-004 DTXSID2038443 BDBM22418 (1R,2R,3S,5S)-2-(methoxycarbonyl)tropan-3-yl benzoate 1q72 Cocaine 0.1 mg/ml in Acetonitrile Cocaine 1.0
mg/ml in Acetonitrile ZINC3875336 RX0041 AKOS015965554 DB00907 RX-0041 C01416 Q41576
(1R,5S,8R)-2beta-(Methoxycarbonyl)-3beta-(benzoyloxy)tropane cocaine hydrochloride;Cocaine hydrochloride;(-)-Cocaine hydrochloride
[1R-(exo,exo)]-3-(Benzoyloxy)-8-methyl-8-azabicyclo[3.2.1]octane-2-carboxylic Acid Cocaine solution, 1.0 mg/mL in acetonitrile, ampule of 1 mL, certified
reference material methyl (2R,3S)-3-(benzoyloxy)-8-methyl-8-azabicyclo[3.2.1]octane-2-carboxylate
(1beta,5beta,8-anti)-3beta-Benzoyloxy-8-methyl-8-azabicyclo[3.2.1]octane-2beta-carboxylic acid methyl ester 1-alpha-H,5-alpha-H-Tropane-2-beta-carboxylic
acid, 3-beta-hydroxy-, methyl ester, benzoate (ester) (8CI) 8-Azabicyclo[3.2.1]octane-2-carboxylic acid, 3-(benzoyloxy)-8-methyl-, methyl ester, (1R,2R,3S,5S)-
(9CI)Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 15 / 44
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● Open research topics:

● Joint models for linking and NER
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A glimpse on disease names

● Results are similar for disease names:

● Several combined dictionaries on manually annotated paper abstracts:
.19 Precision, .76 Recall

● Joint recognition and normalization works pretty well though (.8 F1)

● Disease name recognition is challenging when compared between
social media and scientific text

● Frequent names are similarly
used, infrequent ones are
dissimilar

● Main reason: Ambiguous
synonyms in dictionary entry

● Research direction:
learn to align expert
and layperson language

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 17 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

A glimpse on disease names

● Results are similar for disease names:

● Several combined dictionaries on manually annotated paper abstracts:
.19 Precision, .76 Recall

● Joint recognition and normalization works pretty well though (.8 F1)
● Disease name recognition is challenging when compared between

social media and scientific text

● Frequent names are similarly
used, infrequent ones are
dissimilar

● Main reason: Ambiguous
synonyms in dictionary entry

● Research direction:
learn to align expert
and layperson language

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 17 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

A glimpse on disease names

● Results are similar for disease names:
● Several combined dictionaries on manually annotated paper abstracts:

.19 Precision, .76 Recall

● Joint recognition and normalization works pretty well though (.8 F1)
● Disease name recognition is challenging when compared between

social media and scientific text

● Frequent names are similarly
used, infrequent ones are
dissimilar

● Main reason: Ambiguous
synonyms in dictionary entry

● Research direction:
learn to align expert
and layperson language

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 17 / 44

An Empirical Evaluation of Resources for the Identification of
Diseases and Adverse Effects in Biomedical Literature

Harsha Gurulingappa⇤†, Roman Klinger⇤, Martin Hofmann-Apitius⇤†, and Juliane Fluck⇤

⇤Fraunhofer Institute for Algorithms and Scientific Computing
Schloss Birlinghoven, 53754 Sankt Augustin, Germany

†Bonn-Aachen International Center for Information Technology
Dahlmannstraße 2, 53113 Bonn, Germany

harsha.gurulingappa@scai-extern.fraunhofer.de,
{roman.klinger, martin.hofmann-apitius, and juliane.fluck}@scai.fraunhofer.de

Abstract
The mentions of human health perturbations such as the diseases and adverse effects denote a special entity class in the biomedical
literature. They help in understanding the underlying risk factors and develop a preventive rationale. The recognition of these named
entities in texts through dictionary-based approaches relies on the availability of appropriate terminological resources. Although few
resources are publicly available, not all are suitable for the text mining needs. Therefore, this work provides an overview of the well
known resources with respect to human diseases and adverse effects such as the MeSH, MedDRA, ICD-10, SNOMED CT, and UMLS.
Individual dictionaries are generated from these resources and their performance in recognizing the named entities is evaluated over a
manually annotated corpus. In addition, the steps for curating the dictionaries, rule-based acronym disambiguation and their impact
on the dictionary performance is discussed. The results show that the MedDRA and UMLS achieve the best recall. Besides this,
MedDRA provides an additional benefit of achieving a higher precision. The combination of search results of all the dictionaries achieve
a considerably high recall. The corpus is available on http://www.scai.fraunhofer.de/disease-ae-corpus.html

1. Introduction

In the field of biomedical sciences, a huge amount of un-
structured textual data is generated every year in the form
of research articles, patient health records, clinical reports,
medical narratives and patents (Karsten and Suominen,
2009; Cohen and Hersh, 2005). Enormous efforts have
been invested in parallel to extract potentially useful infor-
mation from these textual records (Wang et al., 2009; Chen
et al., 2008). Therefore, automatic processing of literature
data has gained popularity since over a decade, for exam-
ple named entity recognition or key concept identification
(Smith et al., 2008).
Named entity recognition serves as a basis for biomedi-
cal text mining in order to have key entities tagged before
they can be subjected to relationship mining or semantic
text interpretation. It deals with the identification of bound-
aries of terms in the text that represent biologically mean-
ingful objects of interest such as genes, proteins, or dis-
eases. Quite a lot of work has been done for the recogni-
tion of gene and protein names. For example, the BioCre-
AtIvE competitions address the challenges associated with
the gene name recognition and normalization (Krallinger et
al., 2008). Nevertheless, some groups have proposed dif-
ferent solutions for the identification of other interesting
classes of biomedical entities such as drug names (Segura-
Bedmar et al., 2008; Hettne et al., 2009) or disease names
(Jimeno et al., 2008). However, in comparison to the gene
and protein name recognition, only a little work has been
invested for the recognition of disease names and particu-
larly adverse effects in the free texts. This is partly due to a
fact that the availability of annotated corpora is limited and
they are of high cost for generation.
A disease in the context of human health is an abnormal

condition that impairs the bodily functions and is associated
with physiological discomfort or dysfunction. Similarly, an
adverse effect is a health impairment that occurs as a re-
sult of intervention of a drug, treatment or therapy (Ahmad,
2003). The severity of adverse effects can range from mild
signs or symptoms such as nausea and abdominal discom-
fort to irreversible damage such as perinatal death. There-
fore, the mentions of both diseases and adverse effects in
free texts denote special entity classes for the medical ex-
perts, clinical professionals as well as health care compa-
nies (Hauben and Bate, 2009; Forster et al., 2005). This
not only helps in understanding the underlying hypotheti-
cal causes but also provide rationale means to prevent or di-
agnose such abnormal medical conditions. Specially in the
clinical scenario, recognizing the adverse effects in medical
literature can support the clinical decision making (Stricker
and Psaty, 2004).
Some research work has been done in the past for the
identification of diseases and adverse effects. Jimeno et
al. (2008) proposed a statistical solution for the identifi-
cation of diseases in a corpus of annotated sentences. They
reused the corpus that was provided by Ray and Craven
(2001) but the corpus has a limitation of being restricted
to OMIM1 diseases only that mostly include genetic disor-
ders. Neveol et al. (2009) utilized the same corpus as well
as PubMed2 user queries for the detection of disease names.
They adapted a statistical model and a natural language pro-
cessing algorithm within their framework. Leaman et al.
(2009) proposed a machine learning based technique for
the identification of diseases in a corpus containing over

1Online Mendelian Inheritance in Man (OMIM):
http://www.ncbi.nlm.nih.gov/omim/

2http://www.ncbi.nlm.nih.gov/pubmed/
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ABSTRACT

Motivation: Despite the central role of diseases in biomedical

research, there have been much fewer attempts to automatically

determine which diseases are mentioned in a text—the task of disease

name normalization (DNorm)—compared with other normalization

tasks in biomedical text mining research.

Methods: In this article we introduce the first machine learning

approach for DNorm, using the NCBI disease corpus and the

MEDIC vocabulary, which combines MeSH! and OMIM. Our

method is a high-performing and mathematically principled framework

for learning similarities between mentions and concept names directly

from training data. The technique is based on pairwise learning to

rank, which has not previously been applied to the normalization

task but has proven successful in large optimization problems for

information retrieval.

Results: We compare our method with several techniques based on

lexical normalization and matching, MetaMap and Lucene. Our algo-

rithm achieves 0.782 micro-averaged F-measure and 0.809 macro-

averaged F-measure, an increase over the highest performing baseline

method of 0.121 and 0.098, respectively.

Availability: The source code for DNorm is available at http://www.

ncbi.nlm.nih.gov/CBBresearch/Lu/Demo/DNorm, along with a web-

based demonstration and links to the NCBI disease corpus. Results

on PubMed abstracts are available in PubTator: http://www.ncbi.nlm.

nih.gov/CBBresearch/Lu/Demo/PubTator

Contact: zhiyong.lu@nih.gov
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1 INTRODUCTION

Diseases are central to many lines of biomedical research, and
enabling access to disease information is the goal of many infor-
mation extraction and text mining efforts (Islamaj Doğan and
Lu, 2012b; Kang et al., 2012; Névéol et al., 2012; Wiegers et al.,
2012). The task of disease normalization consists of finding dis-
ease mentions and assigning a unique identifier to each. This task
is important in many lines of inquiry involving disease, including
etiology (e.g. gene–disease relationships) and clinical aspects
(e.g. diagnosis, prevention and treatment).
Disease may be defined broadly as ‘any impairment of normal

biological function’ (Hunter, 2009). Given the wide range of con-
cepts that may thus be categorized as diseases—their respective

etiologies, clinical presentations and their various histories of
diagnosis and treatment—disease names naturally exhibit con-
siderable variation. This variation presents not only in synonym-
ous terms for the same disease, but also in the diverse logic used
to create the disease names themselves.
Disease names are often created by combining roots and

affixes from Greek or Latin (e.g. ‘hemochromatosis’). A particu-
larly flexible way to create disease names is to combine a disease
category with a short descriptive modifier, which may take many
forms, including anatomical locations (‘breast cancer’), symp-
toms (‘cat-eye syndrome’), treatment (‘Dopa-responsive dys-
tonia’), causative agent (‘staph infection’), biomolecular
etiology (‘G6PD deficiency’), heredity (‘X-linked agammaglobu-
linemia’) or eponyms (‘Schwartz-Jampel syndrome’). Modifiers
are also frequently used to provide description not part of the
name (e.g. ‘severe malaria’).
When diseases are mentioned in text, they are frequently also

abbreviated, exhibit morphological or orthographical variations,
use different word orderings or use synonyms. These variations
may involve more than single word substitutions. For example,
because affixes are often composed, a single word
(‘oculocerebrorenal’) may correspond to multiple words (‘eye,
brain and kidney’) in another form.
The disease normalization task is further complicated by the

overlap between disease concepts, forcing systems that locate and
normalize diseases in natural language text to balance handling
name variations with differentiating between concepts to achieve
good performance. Previous works addressing disease name
normalization (DNorm) typically use a hybrid of lexical and
linguistic approaches (Islamaj Doğan and Lu, 2012b; Jimeno
et al., 2008; Kang et al., 2012). While string normalization tech-
niques (e.g. case folding, stemming) do allow some generaliza-
tion, the name variations in the lexicon always impose some
limitation. Machine learning may enable higher performance
by modeling the language that authors use to describe diseases
in text; however, there have been relatively few attempts to use
machine learning in normalization, and none for disease names.
In this work we use the NCBI disease corpus (Islamaj Doğan

and Lu, 2012a), which has recently been updated to include
concept annotations (Islamaj Dogan et al., unpublished data),
to consider the task of disease normalization. We describe the
task as follows: given an abstract, return the set of disease con-
cepts mentioned. Our current purpose is to support entity-
specific semantic search of the biomedical literature (Lu, 2011)
and computer-assisted biocuration, especially document triage
(Kim et al., 2012).*To whom correspondence should be addressed.

" The Author 2013. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0/), which
permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
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Abstract. Social media mining is becoming an important technique to track the
spread of infectious diseases and to understand specific needs of people affected
by a medical condition. A common approach is to select a variety of synonyms for
a disease derived from scientific literature to then retrieve social media posts for
subsequent analysis. With this paper, we question the underlying assumption that
user-generated text always makes use of such names, or assigns them the same
meaning as in scientific literature. We analyze the most frequently used concepts
in MEDLINE® for semantic similarity to Twitter use and compare their normalized
entropy and cosine similarities based on a simple distributional model. We find
that diseases are referred to in semantically different ways in both corpora, a
difference that increases in inverse proportion to the frequency of the synonym,
and of the commonness of the disease or condition. These results imply that, when
sampling social media for disease-related micro-blogs, query expressions must be
carefully chosen, and even more so for rarily mentioned diseases or conditions.

Keywords: Social Media Mining, Twitter, MEDLINE®, Disease Names

1 Introduction

Named entity recognition (NER) is a well-established task in biomedical information
extraction. It covers a wide variety of entity classes that can be tackled, for instance:
gene and protein names [16], chemical names [7], drug names [6], or disease names [3].
Diseases are specifically interesting for a number of healthcare information extraction
tasks related to, e. g., pharmacovigilance [8,12,14,17], where social media corpora need
to be processed. A key goal in pharmacovigilance is to detect if a disease or condition
is spawned by a particular drug or medication, by tracking the way it is mentioned
in social media over time. Another important task is to determine which are the most
salient diseases and disease names. One key assumption is that diseases are referred to,
used and crucially meant in social media – hence, by laymen – in a manner similar to
scientific literature. Hence, it is on the one hand sufficient to apply entity recognition
models and methods trained on scientific text, and on the other hand to reuse scientific
terminology to query for biomedical-related microblogs such as tweets [8].

Furthermore, it has been observed that language in social media is more metaphor-
ical, more prone to typos and newly coined words than more formal texts [15]. For in-
stance in Twitter, people variously refer to schizophrenia as “schizo”, “derangement”,
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Fig. 2: Similarity of concepts and synonyms, ranked by frequency in descending order.
Tables 5 and 6 zoom into at concepts at rank 121 and 176 respectively.

3.2 Synonym Analysis

Our results are further substantiated by a qualitative analysis of concepts dc and their
synonyms ds in both corpora, illustrated by Tables 5 and 6. We observe that higher
similarity tend to coincide with a higher number of shared synonyms: in general the top
two or three most frequent ds for each dc, more or less coincide across both corpora,
but diverge afterwards the more dissimilar dc in between Twitter and MEDLINE®. In
Tables 5 and 6 we outline the main synonyms of an above average similarity disease
concept, Multiple Myeloma (MeSH ID D009101, 0.39 similarity), and a below average
similarity concept, Angelman Syndrome (MeSH ID D017204, 0.17 similarity). As the
reader can see in the tables, while two out of three of the topmost synonyms of Multiple
Myeloma coincide, the same only holds for one synonym for Angelman Syndrome.

Table 3: 7 most similar MeSH concepts.
MeSH ID Similarity Canonical name

D006526 0.496 Hepatitis C
D005910 0.463 Glioma
D003920 0.459 Diabetes Mellitus
D006521 0.453 Chronic Hepatitis
D000860 0.451 Hypoxia
D003327 0.446 Coronary Disease
D015658 0.445 HIV Infections

. . . . . . . . .

Table 4: 6 least similar MeSH concepts.
MeSH ID Similarity Canonical name

. . . . . . . . .
D015458 0.170 T Cell Leukemia
D002547 0.155 Cerebral Palsy
C536528 0.122 Van der Woude syndrome
C535984 0.116 Congenital bilateral aplasia

of vas deferens
D029461 0.109 Sialic Acid Storage Disease
C537666 0.109 BMD
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● Biomedical information extraction is commonly formulated as
1 machine-learning based NER
2 dictionary-based Named Entity Normalization
3 (relation extraction)

● Biomedical domain is characterized by rich and high-quality resources (mostly)
● Many shared tasks exist for many different entity types:

● CHEMDNER (Biocreative)
● BioNLP Infectious Diseases (BioNLP-ST)
● Drug Adverse Reactions (AMIA 2017)
● …

● Many entities: 94M in Pubchem (2017)
● Number of realizations of each entity limited: The challenge is to categorize huge

amounts of “classes” to text, though each classification problem is comparably
straight-forward. ⇒ Reason for formulation of NER+NEN.
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From SARS to COVID-19: What we have learned about children
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A B S T R A C T

Introduction: Coronaviruses, both SARS-CoV and SARS-CoV-2, first appeared in China. They have certain
biological, epidemiological and pathological similarities. To date, research has shown that their genes
exhibit 79% of identical sequences and the receptor-binding domain structure is also very similar. There
has been extensive research performed on SARS; however, the understanding of the pathophysiological
impact of coronavirus disease 2019 (COVID-19) is still limited.
Methods: This review drew upon the lessons learnt from SARS, in terms of epidemiology, clinical
characteristics and pathogenesis, to further understand the features of COVID-19.
Results: By comparing these two diseases, it found that COVID-19 has quicker and wider transmission,
obvious family agglomeration, and higher morbidity and mortality. Newborns, asymptomatic children
and normal chest imaging cases emerged in COVID-19 literature. Children starting with gastrointestinal
symptoms may progress to severe conditions and newborns whose mothers are infected with COVID-19
could have severe complications. The laboratory test data showed that the percentage of neutrophils and
the level of LDH is higher, and the number of CD4+ and CD8+T-cells is decreased in children's COVID-19
cases.
Conclusion: Based on these early observations, as pediatricians, this review put forward some thoughts on
children's COVID-19 and gave some recommendations to contain the disease.
© 2020 The Authors. Published by Elsevier Ltd on behalf of International Society for Infectious Diseases.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-

nd/4.0/).

1. Introduction

A cluster of patients presented with pneumonia caused by an
unknown pathogen that was linked to the seafood wholesale
market in Wuhan, China, in December 2019. Subsequently, a new
coronavirus was identified by sequencing the whole genome of
patient samples (Zhu et al., 2020a). It was named severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) by the

Coronavirus Study Group (CSG) of the International Committee
on Taxonomy of Viruses (Gorbalenya et al., 2020), and the disease
caused by the virus was named coronavirus disease 2019 (COVID-
19) by the World Health Organization (WHO).

Of seven coronaviruses identified from humans, HCoV-229E
and HCoV-NL63 belong to α-coronaviruses, and HCoV-OC43,
MERS-CoV, SARS-CoV and SARS-CoV-2 belong to β-coronaviruses.
Both SARS-CoV and SARS-CoV-2 first emerged in China. Although
the genome-wide similarity is about 79%, the similarity of the
seven conserved domains used for virus identification is as high as
94.6%. This indicates that SARS-CoV-2 belongs to the same genus as
SARS-CoV. Additionally, studies have shown that SARS-CoV-2
could enter cells through angiotensin-converting enzyme 2 (ACE2)
receptors on the surface of cell membranes, which is consistent
with SARS-CoV (Lu et al., 2020a; Zhou et al., 2020).
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A B S T R A C T

Introduction: Coronaviruses, both SARS-CoV and SARS-CoV-2, first appeared in China. They have certain
biological, epidemiological and pathological similarities. To date, research has shown that their genes
exhibit 79% of identical sequences and the receptor-binding domain structure is also very similar. There
has been extensive research performed on SARS; however, the understanding of the pathophysiological
impact of coronavirus disease 2019 (COVID-19) is still limited.
Methods: This review drew upon the lessons learnt from SARS, in terms of epidemiology, clinical
characteristics and pathogenesis, to further understand the features of COVID-19.
Results: By comparing these two diseases, it found that COVID-19 has quicker and wider transmission,
obvious family agglomeration, and higher morbidity and mortality. Newborns, asymptomatic children
and normal chest imaging cases emerged in COVID-19 literature. Children starting with gastrointestinal
symptoms may progress to severe conditions and newborns whose mothers are infected with COVID-19
could have severe complications. The laboratory test data showed that the percentage of neutrophils and
the level of LDH is higher, and the number of CD4+ and CD8+T-cells is decreased in children's COVID-19
cases.
Conclusion: Based on these early observations, as pediatricians, this review put forward some thoughts on
children's COVID-19 and gave some recommendations to contain the disease.
© 2020 The Authors. Published by Elsevier Ltd on behalf of International Society for Infectious Diseases.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-

nd/4.0/).

1. Introduction

A cluster of patients presented with pneumonia caused by an
unknown pathogen that was linked to the seafood wholesale
market in Wuhan, China, in December 2019. Subsequently, a new
coronavirus was identified by sequencing the whole genome of
patient samples (Zhu et al., 2020a). It was named severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) by the

Coronavirus Study Group (CSG) of the International Committee
on Taxonomy of Viruses (Gorbalenya et al., 2020), and the disease
caused by the virus was named coronavirus disease 2019 (COVID-
19) by the World Health Organization (WHO).

Of seven coronaviruses identified from humans, HCoV-229E
and HCoV-NL63 belong to α-coronaviruses, and HCoV-OC43,
MERS-CoV, SARS-CoV and SARS-CoV-2 belong to β-coronaviruses.
Both SARS-CoV and SARS-CoV-2 first emerged in China. Although
the genome-wide similarity is about 79%, the similarity of the
seven conserved domains used for virus identification is as high as
94.6%. This indicates that SARS-CoV-2 belongs to the same genus as
SARS-CoV. Additionally, studies have shown that SARS-CoV-2
could enter cells through angiotensin-converting enzyme 2 (ACE2)
receptors on the surface of cell membranes, which is consistent
with SARS-CoV (Lu et al., 2020a; Zhou et al., 2020).
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of Electronic Science and Technology, Chengdu, Sichuan, 610091, China. Tel.: +86
13438234411.
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Overview

Intelligent System

What can we learn about the
author of a message?
● Personality traits
● Categories (gender, race, nationality, age)
● Expressed emotion, stance, sentiment
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Definition of emotions and their linguistic realizations

Emotion (Scherer, 2005)

Emotions are “an episode of interrelated,
synchronized changes in the states of […] five
organismic subsystems in response to the
evaluation of a […] stimulus-event …”

Ekman (1999)

enttäuschtbereuend

hassend ehrfürchtig

fügsam

verliebtoptimistisch

streitlustig

nachdenklich

gereizt verärgert wütend

begeistert

froh

gelassen

erschrocken ängstlich besorgt

bewundernd

vertrauend

akzeptierend

achtsam

bereit

neugierig

gelangweilt

ablehnend

angewidert erstaunt

überrascht

verwirrttraurig

betrübt

Plutchik (2001)
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Cognitive
Appraisal

ExpressionFeeling Bodily 
symptom 

Action 
tendency
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“There is 
a car on 
fire.”

He was 
trembling.

“I feel bad.” “Uh, FU**.”

Cognitive
Appraisal
“My house might 
catch fire.”

“Let’s run away.”

ExpressionFeeling Bodily 
symptom 

Action 
tendency
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Dictionaries?

● A list of emotion synonyms? No.

● Dictionaries exist!
● Popular Example: NRC Dictionary
● This is a rich resource, performance

depends on application and domain.

Examples
● Anger:

aggression, devil, neglected, obstacle
● Joy:

aesthetics, achieve, cathedral, laughter
● Sadness:

unfair, scarce, napkin, tough
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Starting point and Motivation

Emotion Analysis Systems
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Who Feels What and Why?

Annotation of a Literature Corpus with Semantic Roles of Emotions

Evgeny Kim and Roman Klinger

Institut für Maschinelle Sprachverarbeitung
University of Stuttgart, Pfaffenwaldring 5b, 70569 Stuttgart, Germany

evgeny.kim@ims.uni-stuttgart.de
roman.klinger@ims.uni-stuttgart.de

Abstract

Most approaches to emotion analysis in fictional texts focus on detecting the emotion expressed
in text. We argue that this is a simplification which leads to an overgeneralized interpretation
of the results, as it does not take into account who experiences an emotion and why. Emotions
play a crucial role in the interaction between characters and the events they are involved in. Until
today, no specific corpora that capture such an interaction were available for literature. We aim
at filling this gap and present a publicly available corpus based on Project Gutenberg, REMAN
(Relational EMotion ANnotation), manually annotated for spans which correspond to emotion
trigger phrases and entities/events in the roles of experiencers, targets, and causes of the emotion.
We provide baseline results for the automatic prediction of these relational structures and show
that emotion lexicons are not able to encompass the high variability of emotion expressions and
demonstrate that statistical models benefit from joint modeling of emotions with its roles in all
subtasks. The corpus that we provide enables future research on the recognition of emotions
and associated entities in text. It supports qualitative literary studies and digital humanities. The
corpus is available at http://www.ims.uni-stuttgart.de/data/reman.

Title and Abstract in German

Wer fühlt was und warum?
Annotation eines Literaturkorpus mit Semantischen Rollen von Emotionen

Die meisten Ansätze in der Emotionsanalyse in Literatur beschränken sich auf die Erkennung
der Emotion. Wir nehmen in dieser Arbeit an, dass dies eine starke Vereinfachung darstellt. Es
wird ignoriert, welche Figur die Emotion empfindet und wodurch sie ausgelöst wurde. Dies ist
ungünstig, da Emotionen eine entscheidende Rolle bei der Interaktion zwischen Figuren und
mit Ereignissen spielen. Allerdings war bisher kein annotiertes Korpus verfügbar, welches all
diese Komponenten erfasst. In diesem Aufsatz präsentieren wir das Korpus REMAN (Relational
EMotion ANotation), welches diese Lücke füllt. Es basiert auf Ausschnitten von Texten aus dem
Projekt Gutenberg, welche auf Phrasenebene mit Emotionen sowie dem Empfindenden, dem Ziel
sowie der Ursache der Emotion annotiert sind. Wir präsentieren eine Analyse des Korpus und
stellen erste Ergebnisse eines automatischen Vorhersagemodells vor, welches die Grenzen von
Wörterbuch-Verfahren aufzeigt. Des Weiteren zeigen wir, dass statistische Modelle von einer
gemeinsamen Modellierung der verschiedenen Teilaufgaben profitieren. Unser Korpus unterstützt
die Literaturwissenschaften sowie digitalen Geisteswissenschaften und ermöglicht die Erstellung
von Modellen zur feingranularen automatischen Vorhersage von Emotionen. Das Korpus ist
verfügbar unter http://www.ims.uni-stuttgart.de/data/reman.

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/
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Abstract

Most research on emotion analysis from text focuses on the task of emotion classification or emotion intensity regression. Fewer works
address emotions as a phenomenon to be tackled with structured learning, which can be explained by the lack of relevant datasets. We
fill this gap by releasing a dataset of 5000 English news headlines annotated via crowdsourcing with their associated emotions, the
corresponding emotion experiencers and textual cues, related emotion causes and targets, as well as the reader’s perception of the emotion
of the headline. This annotation task is comparably challenging, given the large number of classes and roles to be identified. We therefore
propose a multiphase annotation procedure in which we first find relevant instances with emotional content and then annotate the more
fine-grained aspects. Finally, we develop a baseline for the task of automatic prediction of semantic role structures and discuss the results.
The corpus we release enables further research on emotion classification, emotion intensity prediction, emotion cause detection, and
supports further qualitative studies.

Keywords: emotion, structured learning, role labeling

1. Introduction

Research in emotion analysis from text focuses on mapping
words, sentences, or documents to emotion categories based
on the models of Ekman (1992) or Plutchik (2001), which
propose the emotion classes of joy, sadness, anger, fear, trust,

disgust, anticipation and surprise. Emotion analysis has
been applied to a variety of tasks including large scale social
media mining (Stieglitz and Dang-Xuan, 2013), literature
analysis (Reagan et al., 2016; Kim and Klinger, 2019), lyrics
and music analysis (Mihalcea and Strapparava, 2012; Dodds
and Danforth, 2010), and the analysis of the development of
emotions over time (Hellrich et al., 2019).
There are at least two types of questions that cannot yet be
answered by these emotion analysis systems. Firstly, such
systems do not often explicitly model the perspective of
understanding the written discourse (reader, writer, or the
text’s point of view). For example, the headline “Djokovic
happy to carry on cruising” (Herman, 2019) contains an
explicit mention of joy carried by the word “happy”. How-
ever, it may evoke different emotions in a reader (e. g., when
the reader is a supporter of Roger Federer), and the same
applies to the author of the headline. To the best of our
knowledge, only one work considers this point (Buechel and
Hahn, 2017c). Secondly, the structure that can be associ-
ated with the emotion description in text is not uncovered.
Questions like “Who feels a particular emotion?” or “What
causes that emotion?” remain unaddressed. There has been
almost no work in this direction, with only a few exceptions
in English (Kim and Klinger, 2018; Mohammad et al., 2014)
and Mandarin (Xu et al., 2019; Ding et al., 2019).
With this work, we argue that emotion analysis would bene-
fit from a more fine-grained analysis that considers the full
structure of an emotion, similar to the research in aspect-
based sentiment analysis (Wang et al., 2016; Ma et al., 2018;
Xue and Li, 2018; Sun et al., 2019). Consider the headline:
“A couple infuriated officials by landing their helicopter in

the middle of a nature reserve” (Kenton, 2019) depicted in
Figure 1. One could mark “officials” as the experiencer, “a
couple” as the target, and “landing their helicopter in the
middle of a nature reserve” as the cause of anger. Now let
us imagine that the headline starts with “A cheerful couple”
instead of “A couple”. A simple approach to emotion de-
tection based on cue words will capture that this sentence
contains descriptions of anger (“infuriated”) and joy (“cheer-
ful”). It would, however, fail in attributing correct roles to
the couple and the officials. Thus, the distinction between
their emotional experiences would remain hidden from us.
In this study, we focus on an annotation task to develop a
dataset that would enable addressing the issues raised above.
Specifically, we introduce the corpus GoodNewsEveryone,
a novel dataset of English news headlines collected from
82 different sources most of which are analyzed in the Me-
dia Bias Chart (Otero, 2018) annotated for emotion class,
emotion intensity, semantic roles (experiencer, cause, target,
cue), and reader perspective. We use semantic roles, since
identifying who feels what and why is essentially a semantic
role labeling task (Gildea and Jurafsky, 2000). The roles we
consider are a subset of those defined for the semantic frame
for “Emotion” in FrameNet (Baker et al., 1998).
We focus on news headlines due to their brevity and den-
sity of contained information. Headlines often appeal to a
reader’s emotions and hence are a potentially good source
for emotion analysis. Besides, news headlines are easy-to-
obtain data across many languages, void of data privacy
issues associated with social media and microblogging.
Further, we opt for a crowdsourcing setting in contrast to
an expert-based setting to obtain data annotated that is to
a lesser extend influenced by individual opinions of a low
number of annotators. Besides, our previous work showed
that it is comparably hard to reach an acceptable agreement
in such tasks even under close supervision (Kim and Klinger,
2018).
To summarize, our main contributions in this paper are, (1),
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Abstract
Emotion stimulus detection is the task of find-
ing the cause of an emotion in a textual descrip-
tion, similar to target or aspect detection for
sentiment analysis. Previous work approached
this in three ways, namely (1) as text classifi-
cation into an inventory of predefined possible
stimuli (“Is the stimulus category A or B?”), (2)
as sequence labeling of tokens (“Which tokens
describe the stimulus?”), and (3) as clause clas-
sification (“Does this clause contain the emo-
tion stimulus?”). So far, setting (3) has been
evaluated broadly on Mandarin and (2) on En-
glish, but no comparison has been performed.
Therefore, we analyze whether clause classi-
fication or token sequence labeling is better
suited for emotion stimulus detection in En-
glish. We propose an integrated framework
which enables us to evaluate the two different
approaches comparably, implement models in-
spired by state-of-the-art approaches in Man-
darin, and test them on four English data sets
from different domains. Our results show that
token sequence labeling is superior on three
out of four datasets, in both clause-based and
token sequence-based evaluation. The only
case in which clause classification performs
better is one data set with a high density of
clause annotations. Our error analysis further
confirms quantitatively and qualitatively that
clauses are not the appropriate stimulus unit in
English.

1 Introduction

Research in emotion analysis from text focuses
on classification, i.e., mapping sentences or docu-
ments to emotion categories based on psychologi-
cal theories (e.g., Ekman (1992), Plutchik (2001)).
While this task answers the question which emotion
is expressed in a text, it does not detect the textual
unit, which reveals why the emotion has been devel-
oped. For instance, in the example “Paul is angry

because he lost his wallet.” it remains hidden that

Clause-based Classification:
No Stimulus Stimulus

[ She’s pleased at ] [ how things have turned out . ]

Token Sequence Labeling:
O O O O B I I I I O

She ’s pleased at how things have turned out .

Figure 1: Different formulations for emotion stimulus
detection.

lost his wallet is the reason for experiencing the
emotion of anger. This stimulus, e.g., an event de-
scription, a person, a state of affairs, or an object
enables deeper insight, similar to targeted or aspect-
based sentiment analysis (Jakob and Gurevych,
2010; Yang and Cardie, 2013; Klinger and Cimiano,
2013; Pontiki et al., 2015, 2016, i.a.). This situa-
tion is dissatisfying for (at least) two reasons. First,
detecting the emotions expressed in social media
and their stimuli might play a role in understanding
why different social groups change their attitude
towards specific events and could help recognize
specific issues in society. Second, understanding
the relationship between stimuli and emotions is
also compelling from a psychological point of view,
given that emotions are commonly considered re-
sponses to relevant situations (Scherer, 2005).

Models which tackle the task of detecting the
stimulus in a text have seen three different problem
formulations in the past: (1) Classification into a
predefined inventory of possible stimuli (Moham-
mad et al., 2014), similarly to previous work in
sentiment analysis (Ganu et al., 2009), (2) classi-
fication of precalculated or annotated clauses as
containing a stimulus or not (Gui et al., 2016, i.a.),
and (3) detecting the tokens that describe the stim-
ulus, e.g., with IOB labels (Ghazi et al., 2015, i.a.).
We follow the two settings in which the stimuli are
not predefined categories (2+3, cf. Figure 1).

These two settings have their advantages and
disadvantages. The clause classification setting is
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Abstract

Emotion recognition is predominantly formulated as text classification in which textual units are
assigned to an emotion from a predefined inventory (e.g., fear, joy, anger, disgust, sadness, surprise,
trust, anticipation). More recently, semantic role labeling approaches have been developed to
extract structures from the text to answer questions like: “who is described to feel the emotion?”
(experiencer), “what causes this emotion?” (stimulus), and at which entity is it directed?” (target).
Though it has been shown that jointly modeling stimulus and emotion category prediction is
beneficial for both subtasks, it remains unclear which of these semantic roles enables a classifier
to infer the emotion. Is it the experiencer, because the identity of a person is biased towards a
particular emotion (X is always happy)? Is it a particular target (everybody loves X) or a stimulus
(doing X makes everybody sad)? We answer these questions by training emotion classification
models on five available datasets annotated with at least one semantic role by masking the fillers
of these roles in the text in a controlled manner and find that across multiple corpora, stimuli
and targets carry emotion information, while the experiencer might be considered a confounder.
Further, we analyze if informing the model about the position of the role improves the classification
decision. Particularly on literature corpora we find that the role information improves the emotion
classification.

1 Introduction

Emotion analysis is now an established research area which finds application in a variety of different
fields, including social media analysis (Purver and Battersby, 2012; Wang et al., 2012; Mohammad and
Bravo-Marquez, 2017; Ying et al., 2019, i.a.), opinion mining (Choi et al., 2006, i.a.), and computational
literary studies (Alm et al., 2005; Kim and Klinger, 2019a; Haider et al., 2020; Zehe et al., 2020, i.a.).
The most prominent task in emotion analysis is emotion categorization, where text receives assignments
from a predefined emotion inventory, such as the fundamental emotions of fear, anger, joy, anticipation,
trust, surprise, disgust, and sadness which follow theories by Ekman (1999) or Plutchik (2001). Other
tasks include the recognition of affect values, namely valence or arousal (Posner et al., 2005) or analyses
of event appraisal (Hofmann et al., 2020; Scherer, 2005).

More recently, categorization (or regression) tasks have been complemented by more fine-grained
analyses, namely emotion stimulus detection and role labeling, to detect which words denote the expe-
riencer of an emotion, the emotion cue description, or the target of an emotion. These efforts lead to
computational approaches of detecting stimulus clauses (Xia and Ding, 2019; Wei et al., 2020; Gao et al.,
2017) and emotion role labeling and sequence labeling (Mohammad et al., 2014; Bostan et al., 2020; Kim
and Klinger, 2018; Ghazi et al., 2015; Zehe et al., 2020), with different advantages and disadvantages we
discuss in Oberländer and Klinger (2020).

Further, this work led to a rich set of corpora with annotations of different subsets of roles. An example
of a sentence annotated with semantic role labels for emotion is “

⇥
John

EXPERIENCER

⇤ ⇥
hates

CUE

⇤ ⇥
cars

TARGET

⇤
because they

⇥
pollute the environment

STIMULUS

⇤
.” A number of English-language resources are available: Ghazi et al. (2015)

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.

● Provide more information to
downstream applications
● Challenging sequence labeling task



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Starting point and Motivation

Emotion Analysis Systems

Category: Joy

Intensity: 0.8

Valence: 0.9

Arousal: 0.7

Feeler: “I”

Cue: “so happy”

Cause: “passed my habilitation”

Report of subjective feeling

Event appraisal
(No report of bodily symptoms, action tendencies)

Vocal Expression

Semantic Role Labeling Component Process Model

Attention: Medium

● Additional information for downstream applications
● Supports emotion detection

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 25 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Starting point and Motivation

Emotion Analysis Systems

Category: Joy

Intensity: 0.8

Valence: 0.9

Arousal: 0.7

Feeler: “I”

Cue: “so happy”

Cause: “passed my habilitation”

Report of subjective feeling

Event appraisal
(No report of bodily symptoms, action tendencies)

Vocal Expression

Semantic Role Labeling Component Process Model

Attention: Medium

● Additional information for downstream applications

● Supports emotion detection

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 25 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Starting point and Motivation

Emotion Analysis Systems

Category: Joy

Intensity: 0.8

Valence: 0.9

Arousal: 0.7

Feeler: “I”

Cue: “so happy”

Cause: “passed my habilitation”

Report of subjective feeling

Event appraisal
(No report of bodily symptoms, action tendencies)

Vocal Expression

Semantic Role Labeling Component Process Model

Attention: Medium

● Additional information for downstream applications
● Supports emotion detection

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 25 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Intermediate Results on Emotion Component Model

● Is this really the case?
● All components play a role in each emotion?
● How can recognizing the components contribute to emotion recognition then?
⇒ Annotation study on literature and Twitter

(part of the recent theses by Amelie Heindl and Felix Casel)

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 26 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Intermediate Results on Emotion Component Model

● Is this really the case?

● All components play a role in each emotion?
● How can recognizing the components contribute to emotion recognition then?
⇒ Annotation study on literature and Twitter

(part of the recent theses by Amelie Heindl and Felix Casel)

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 26 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Intermediate Results on Emotion Component Model

● Is this really the case?
● All components play a role in each emotion?

● How can recognizing the components contribute to emotion recognition then?
⇒ Annotation study on literature and Twitter

(part of the recent theses by Amelie Heindl and Felix Casel)

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 26 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Intermediate Results on Emotion Component Model

● Is this really the case?
● All components play a role in each emotion?
● How can recognizing the components contribute to emotion recognition then?

⇒ Annotation study on literature and Twitter
(part of the recent theses by Amelie Heindl and Felix Casel)

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 26 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Intermediate Results on Emotion Component Model

● Is this really the case?
● All components play a role in each emotion?
● How can recognizing the components contribute to emotion recognition then?
⇒ Annotation study on literature and Twitter

(part of the recent theses by Amelie Heindl and Felix Casel)

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 26 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Intermediate Results on Emotion Component Model

 0

 100

 200

 300

 400

 500

 600

 700

Anger
Disgust

Joy Sadness

Fear
Surprise

TEC (Twitter)

Appraisal
Neurophysiological Reaction

Action Tendency
Motor Expression
Subjective Feeling

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 27 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Intermediate Results on Emotion Component Model

 0

 20

 40

 60

 80

 100

 120

Anger
Disgust

Joy Sadness

Fear
Surprise

Trust
Anticipation

Other

REMAN (Literature)

Appraisal
Neurophysiological Reaction

Action Tendency
Motor Expression
Subjective Feeling

● Providing component information to emotion classifier helps in literature
● Multi-task learning of components and emotions shows improvements for both corpora

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 28 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Intermediate Results on Emotion Component Model

 0

 20

 40

 60

 80

 100

 120

Anger
Disgust

Joy Sadness

Fear
Surprise

Trust
Anticipation

Other

REMAN (Literature)

Appraisal
Neurophysiological Reaction

Action Tendency
Motor Expression
Subjective Feeling

● Providing component information to emotion classifier helps in literature

● Multi-task learning of components and emotions shows improvements for both corpora

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 28 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Intermediate Results on Emotion Component Model

 0

 20

 40

 60

 80

 100

 120

Anger
Disgust

Joy Sadness

Fear
Surprise

Trust
Anticipation

Other

REMAN (Literature)

Appraisal
Neurophysiological Reaction

Action Tendency
Motor Expression
Subjective Feeling

● Providing component information to emotion classifier helps in literature
● Multi-task learning of components and emotions shows improvements for both corpora

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 28 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Starting point and Motivation

Emotion Analysis Systems

Category: Joy

Intensity: 0.8

Valence: 0.9

Arousal: 0.7

Feeler: “I”

Cue: “so happy”

Cause: “passed my habilitation”

Report of subjective feeling

Event appraisal
(No report of bodily symptoms, action tendencies)

Vocal Expression

Semantic Role Labeling Component Process Model

Attention: Medium

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 29 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Starting point and Motivation

Emotion Analysis Systems

Category: Joy

Intensity: 0.8

Valence: 0.9

Arousal: 0.7

Feeler: “I”

Cue: “so happy”

Cause: “passed my habilitation”

Report of subjective feeling

Event appraisal
(No report of bodily symptoms, action tendencies)

Vocal Expression

Semantic Role Labeling Component Process Model

Appraisals

Pleasantness: High

Responsibility: High

Expected Effort: Low

Certainty: High

Attention: Medium

Attention: Medium

Sit. Control: Low

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 29 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Starting point and Motivation

Emotion Analysis Systems

Category: Joy

Intensity: 0.8

Valence: 0.9

Arousal: 0.7

Feeler: “I”

Cue: “so happy”

Cause: “passed my habilitation”

Report of subjective feeling

Event appraisal
(No report of bodily symptoms, action tendencies)

Vocal Expression

Semantic Role Labeling Component Process Model

Appraisals

Pleasantness: High

Responsibility: High

Expected Effort: Low

Certainty: High

Attention: Medium

Attention: Medium

Sit. Control: Low

Category: Joy

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 29 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Starting point and Motivation

Emotion Analysis Systems

Category: Joy

Intensity: 0.8

Valence: 0.9

Arousal: 0.7

Feeler: “I”

Cue: “so happy”

Cause: “passed my habilitation”

Report of subjective feeling

Event appraisal
(No report of bodily symptoms, action tendencies)

Vocal Expression

Semantic Role Labeling Component Process Model

Appraisals

Pleasantness: High

Responsibility: High

Expected Effort: Low

Certainty: High

Attention: Medium

Attention: Medium

Sit. Control: Low

Category: Joy

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 29 / 44

Appraisal Theories for Emotion Classification in Text

Jan Hofmann1, Enrica Troiano1, Kai Sassenberg2,3, and Roman Klinger1
1Institut für Maschinelle Sprachverarbeitung, University of Stuttgart, Germany

2Leibniz-Institut für Wissensmedien, Tübingen, Germany
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Abstract

Automatic emotion categorization has been predominantly formulated as text classification in
which textual units are assigned to an emotion from a predefined inventory, for instance following
the fundamental emotion classes proposed by Paul Ekman (fear, joy, anger, disgust, sadness,
surprise) or Robert Plutchik (adding trust, anticipation). This approach ignores existing psycho-
logical theories to some degree, which provide explanations regarding the perception of events.
For instance, the description that somebody discovers a snake is associated with fear, based on
the appraisal as being an unpleasant and non-controllable situation. This emotion reconstruction
is even possible without having access to explicit reports of a subjective feeling (for instance
expressing this with the words “I am afraid.”). Automatic classification approaches therefore need
to learn properties of events as latent variables (for instance that the uncertainty and the mental
or physical effort associated with the encounter of a snake leads to fear). With this paper, we
propose to make such interpretations of events explicit, following theories of cognitive appraisal
of events, and show their potential for emotion classification when being encoded in classification
models. Our results show that high quality appraisal dimension assignments in event descriptions
lead to an improvement in the classification of discrete emotion categories. We make our corpus
of appraisal-annotated emotion-associated event descriptions publicly available.

1 Introduction

The task of emotion analysis is commonly formulated as classification or regression in which textual units
(documents, paragraphs, sentences, words) are mapped to a predefined reference system, for instance
the sets of fundamental emotions fear, anger, joy, surprise, disgust, and sadness proposed by Ekman
(1999), or by Plutchik (2001), which includes also trust and anticipation. Machine learning-based models
need to figure out which words point to a particular emotion experienced by a reader, by the author of
a text, or a character in it. Depending on the resource which has been annotated, the description of an
emotion experience can vary. On Twitter, for instance, other than direct reports of an emotion state (“I
feel depressed”), hashtags are used as emotion labels to enrich the description of events and stances (“I
just got my exam result #sad”). In news articles, emotional events are sometimes explicitly mentioned
(“couple infuriate officials” (Bostan et al., 2020)) and other times require world knowledge (“Tom Cruise
and Katie Holmes set wedding date”, labeled as surprise (Strapparava and Mihalcea, 2007)). In literature,
a sequence of events which forms the narrative leads to an emotion in the reader. In this paper, we focus
on those texts which communicate emotions without an explicit emotion word, but rather describe events
for which an emotion association is evident.

Such textual examples became popular in natural language processing research with the use of the data
generated in the ISEAR project (Scherer and Wallbott, 1997). The project led to a dataset of descriptions
of events triggering specific affective states, which was originally collected to study event interpretations
with a psychological focus. In text analysis, to infer the emotion felt by the writers of those reports, an

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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Abstract

Sentiment analysis has a range of corpora
available across multiple languages. For emo-
tion analysis, the situation is more limited,
which hinders potential research on cross-
lingual modeling and the development of pre-
dictive models for other languages. In this pa-
per, we fill this gap for German by construct-
ing deISEAR, a corpus designed in analogy
to the well-established English ISEAR emo-
tion dataset. Motivated by Scherer’s appraisal
theory, we implement a crowdsourcing exper-
iment which consists of two steps. In step 1,
participants create descriptions of emotional
events for a given emotion. In step 2, five an-
notators assess the emotion expressed by the
texts. We show that transferring an emotion
classification model from the original English
ISEAR to the German crowdsourced deISEAR
via machine translation does not, on average,
cause a performance drop.

1 Introduction

Feeling emotions is a central part of the “human
condition” (Russell, 1945). While existing stud-
ies on automatic recognition of emotions in text
have achieved promising results (Pool and Nis-
sim (2016); Mohammad (2011), i.a.), we see two
main shortcomings. First, there is shortage of re-
sources for non-English languages, with few ex-
ceptions, like Chinese (Li et al., 2017; Odbal and
Wang, 2014; Yuan et al., 2002). This hampers
the data-driven modeling of emotion recognition
that has unfolded, e.g., for the related task of senti-
ment analysis. Second, emotions can be expressed
in language with a wide variety of linguistic de-
vices, from direct mentions (e.g., “I’m angry”)
to evocative images (e.g.,“He was petrified”) or
prosody. Computational emotion recognition on
English has mostly focused on explicit emotion
expressions. Often, however, emotions are merely

inferable from world knowledge and experience.
For instance, ”I finally found love” presumably de-
picts a joyful circumstance, while fear probably
ensued when ”She heard a sinister sound”. Atten-
tion to such event-related emotions is arguably im-
portant for wide-coverage emotion recognition and
has motivated shared tasks (Klinger et al., 2018),
structured resources (Balahur et al., 2011) and ded-
icated studies such as the “International Survey
on Emotion Antecedents and Reactions” (ISEAR,
Scherer and Wallbott, 1994). ISEAR, as one out-
come, provides a corpus of English descriptions
of emotional events for 7 emotions (anger, disgust,
fear, guilt, joy, shame, sadness). Informants were
asked in a classroom setting to describe emotional
situations they experienced. This focus on private
perspectives on events sets ISEAR apart. Even
though from psychology, it is now established in
natural language processing as a textual source of
emotional events.

With this paper, we publish and analyze
deISEAR, a German corpus of emotional event de-
scriptions, and its English companion enISEAR,
each containing 1001 instances. We move be-
yond the original ISEAR in two respects. (i), we
move from on-site annotation to a two-step crowd-
sourcing procedure involving description genera-
tion and intersubjective interpretation; (ii), we an-
alyze cross-lingual differences including a mod-
elling experiment. Our corpus, available at https:
//www.ims.uni-stuttgart.de/data/emotion, supports
the development of emotion classification models
in German and English including multilingual as-
pects.

2 Previous Work

For the related but structurally simpler task of senti-
ment analysis, resources have been created in many
languages. For German, this includes dictionaries
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● Text classifiers: Convolutional neural network, pretrained GloVe
300-dimensional embeddings, filter sizes 2,3,4, ReLu activation,
dropout 0.5
● Emotion from Appraisal:

Fully connected neural network with two layers
● Evaluation via 10×10-fold CV
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Modelling Results

How well can we predict appraisal dimensions from text?
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Examples

Gold A→E T→E Text
Anger Anger Disgust when I saw someone mistreating an animal.
Disgust Disgust Shame because I ate a sausage that was horrible.
Disgust Disgust Fear when I was on a ferry in a storm and lots of people were vomiting.
Guilt Guilt Shame when I took something without paying.
Guilt Guilt Joy for denying to offer my kids what they demanded of me.
Joy Joy Disgust when I found a twenty pound note on the ground outside.
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Summary

● Emotion classification directly from text remains the best approach (so far)
● Appraisal prediction has potential to improve emotion classification
● Oracle approach shows that the two methods are complementary

● Few concepts: possible to tackle as standard text classification approach
(optionally enriched and modelled jointly with text segments)
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Next (concrete) Steps in Emotion Analysis

Appraisal:
● Large scale crowdsourcing of events with appraisal labels from experiencer
● Annotation of structured event representations with appraisals
● End-to-end joint pipeline learning of appraisal and emotions
● Explore other model architectures
● DFG Project CEAT starts in January 2021 (with Laura Oberländer as postdoc)

Role labeling:
● Multimodality: Emotion stimuli in images (DFG project in preparation with C. Silberer)
● Joint modelling of roles (final WP in DFG Project SEAT)
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Biomedical entities and emotions

Biomedical information extraction
● Many entities
● Comparably few linguistic realizations
● Huge established databases available
● Precision for finding and linking entities is a challenge

Emotion analysis
● Few concepts to link
● Many linguistic realizations
● Conceptualization under constant discussion
● Precision and recall are both challenging
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Why do I care about both?

● Emotions as a fact:
Which events influence public health, well-being, and
quality of life of individuums and peoples?
● Emotions as factor:

Is misinformation/desinformation correlated to particular expressed emotions?

● New DFG Project starting 2021 on biomedical fact checking
(with Amelie Wührl as PhD student)
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Wischen and Mischen

● Make accessible and understand
● communication of relational (biomedical) information across different sources,

scientific text, social media, experts and laypeople
● realizations of psychological concepts like emotions

across different domains, modalities and realization patterns
● Link medical information and psychological concepts as they occur “in the wild”.

● Downstream tasks:
fact-checking, misinformation detection, pharmacovigilance, opinion mining, …

● Develop resources and machine learning methods to enable these goals.
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Ethical Considerations

● Systems suffer from biases
● Systems are not reliable
● Corpora and systems do not represent all groups in a population equally
● Concepts are analyzed which people might not even be aware of
● Analyses should never enable any inference about individuals,

results should only be reported in aggregated form.

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 43 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Ethical Considerations

● Systems suffer from biases

● Systems are not reliable
● Corpora and systems do not represent all groups in a population equally
● Concepts are analyzed which people might not even be aware of
● Analyses should never enable any inference about individuals,

results should only be reported in aggregated form.

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 43 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Ethical Considerations

● Systems suffer from biases
● Systems are not reliable

● Corpora and systems do not represent all groups in a population equally
● Concepts are analyzed which people might not even be aware of
● Analyses should never enable any inference about individuals,

results should only be reported in aggregated form.

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 43 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Ethical Considerations

● Systems suffer from biases
● Systems are not reliable
● Corpora and systems do not represent all groups in a population equally

● Concepts are analyzed which people might not even be aware of
● Analyses should never enable any inference about individuals,

results should only be reported in aggregated form.

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 43 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Ethical Considerations

● Systems suffer from biases
● Systems are not reliable
● Corpora and systems do not represent all groups in a population equally
● Concepts are analyzed which people might not even be aware of

● Analyses should never enable any inference about individuals,
results should only be reported in aggregated form.

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 43 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Ethical Considerations

● Systems suffer from biases
● Systems are not reliable
● Corpora and systems do not represent all groups in a population equally
● Concepts are analyzed which people might not even be aware of
● Analyses should never enable any inference about individuals,

results should only be reported in aggregated form.

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger November 13, 2020 43 / 44



Introduction Biomedical Text Understanding Text Understanding Regarding Psychological Concepts: Emotions Conclusion & Vision

Thank you for your attention.
Questions? Remarks?

? (please type a Q in the chat if you have a question)
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