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Emotion Examples

Which emotion is associated with each
example?
How did you recognize that?
● “She became angry.”
● “A tear was running down his face.”
● “We will go for a walk.”
● “What was that?”
● “Sometimes I want to run away.”
● “He raised his hand.”

With this exercise, we discussed two things:
● What is an appropriate set of emotions?

(what we do next)
● How are they expressed/recognized?

(later today)
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Emotion Models – Basic Emotions

How to define a categorical system of emotions?
● Distinctive universal signals
● Presence in other primates
● Distinctive physiology
● Distinctive universals in antecedent events
● Coherence among emotional response
● Quick onset
● Brief duration
● Automatic appraisal
● Unbidden occurrence

Ekman (1992): An argument for basic emotions.
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Emotion Models – Basic Emotions

Are these categories structured?

Plutchik, R. (1980). A general psychoevolutionary
theory of emotion.
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Emotion Models – Valence-Arousal Model of Affect

● Perhaps predefined emotion categories do
not make sense?
● Perhaps mixtures and opposites do not

make sense, but there are other ways to
explain the relations between emotions?

Russell, R. (1980). A Circumplex Model of Affect.
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Emotion Analysis: What we want to do.

Emotion Analysis Systems Category: Joy

Interesting from different perspectives:
● Computational linguistics and modelling:

● How to represent emotions as they occur in language?
● Psychology/Social sciences:

● Better understand emotions and their effects
● Applications ranging from humanities, social sciences over pharmacovigilance to

robotics and intelligent agents.
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Literary Studies: Kim et al., 2017
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Kim et al., 2017.
Investigating the Relationship between Literary Genres and Emotional Plot Development.
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Happiness in Art and Public: Dodds 2009

Dodds et al. 2009. Measuring the Happiness of Large-Scale Written Expression: Songs, Blogs, and Presidents.
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How do these emotion models help NLP?

● Ekman:
● Serves as a categorical system for text classification.

Introduced the role of events and to study emotions based on observable
characteristics (following ideas of Darwin).

●
● Plutchik:

● Serves as a categorical system for text classification.
● Models have been proposed which build classifiers that consider the structure of the wheel.

(e.g., Suttles/Ide (2013): Distant Supervision for Emotion Classification with Discrete Binary Values. CICLING.)

● Russel:
● Serves as a basis for regression tasks.
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Emotions and Events

Emotions and Events are linked in (at least) two ways:

Emotions are events
● “Donald is happy about

his birthday present.”
● FrameNet Emotion Directed Frame:

● Event: “happy”
● Experiencer: “Donald”
● Stimulus: “his birthday present”
● …

⇒ Motivated the task of
emotion semantic role labeling
(we’ll talk about that now for a bit)

Events cause emotions
● “There is a car on fire.”

● Relevant event for the speaker, might
cause fear.

● Requires interpretation of events to infer
possible emotions.

● Little previous work
● Udochukwu/He (2015), Shaikh et al.

(2009), Balahur et al. (2011)
● (coming up next)
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Emotions are Events: Literature

1347

When I mentioned the house, he seemed surprised.
event character surprise

cause experiencer

Figure 1: Example annotation from Hugo (1885), with one character, an emotion word, and event and
cause and experiencer annotations.

All laughed at the mistake, and none louder than the forth member of the parliament . . .
character disgust

joy
other strong joy character

experiencer target target experiencer

Figure 2: Example annotation from Stimson (1943), with two characters who are experiencers of different
emotions. Disgust and joy are annotated as a mixture of emotions. Both emotions have the same target.

Fewer works exist for English. Neviarouskaya and Aono (2013) annotate 500 sentences from an
online forum with experiencer, emotion, and emotion cause and present a method for extracting linguistic
relations between an emotion and its cause. Ghazi et al. (2015) collect exemplary sentences from FrameNet
that have cause annotation and implement a model that extracts the causes of emotions. Following a
similar approach, Mohammad et al. (2014) annotate Tweets for semantic roles.

Conceptually, our work partially overlaps with the FactBank corpus (Saurí and Pustejovsky, 2009),
where “who thinks what” is taken into account as well. However, in contrast to FactBank, we do not
predefine event-selecting predicates for emotion causes and targets, as those are defined by the annotators.
In this sense, our work is also different from aspect-based sentiment analysis, where aspects of reviewed
products are often predefined.

3 Annotation Task

The goal of the REMAN annotation project is to create a dataset of excerpts from fictional texts that are
annotated for the phrases that lead to the association of the text with an emotion, the experiencer of the
emotion (a character in the text, if mentioned), the target and the cause of the emotion, if mentioned (e. g.,
an entity, or event). An example of such an annotation is shown in Figures 1 and 2. As it can be seen from
these depictions, each annotation includes textual span annotations such as emotions, characters, events,
as well as relation annotations that establish relations between different text spans (cause, experiencer,
target). In the following, we describe the conceptual background for each annotation layer in detail. The
complete annotation guidelines are available online together with the corpus.

3.1 Phrase Annotation

3.1.1 Emotion

We conceptualize emotions as one’s experience that falls in the categories in Plutchik’s classification of
emotions, namely anger, fear, trust, disgust, joy, sadness, surprise, and anticipation. In addition, we
allow annotation with the class other emotion that covers cases when the emotion expressed in the text
cannot be reliably categorized into one of the predefined eight classes. A list of the emotions along with
example realizations can be found in Appendix A, Table 5.

Annotators are instructed to prefer span annotations of key words (e. g., “afraid”), except cases when
emotions are only expressed with a phrase (e. g., “tense and frightened”) or indirectly (e. g., “the corners
of her mouth went down”). Additionally, emotion spans are marked to be intensified (i. e., amplified),
diminished (i. e., downtoned) and negated without marking the modifier or including the modifier. Each
span is associated with one or more emotions (exemplified in Figure 2).
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Who Feels What and Why?

Annotation of a Literature Corpus with Semantic Roles of Emotions

Evgeny Kim and Roman Klinger

Institut für Maschinelle Sprachverarbeitung
University of Stuttgart, Pfaffenwaldring 5b, 70569 Stuttgart, Germany

evgeny.kim@ims.uni-stuttgart.de
roman.klinger@ims.uni-stuttgart.de

Abstract

Most approaches to emotion analysis in fictional texts focus on detecting the emotion expressed
in text. We argue that this is a simplification which leads to an overgeneralized interpretation
of the results, as it does not take into account who experiences an emotion and why. Emotions
play a crucial role in the interaction between characters and the events they are involved in. Until
today, no specific corpora that capture such an interaction were available for literature. We aim
at filling this gap and present a publicly available corpus based on Project Gutenberg, REMAN
(Relational EMotion ANnotation), manually annotated for spans which correspond to emotion
trigger phrases and entities/events in the roles of experiencers, targets, and causes of the emotion.
We provide baseline results for the automatic prediction of these relational structures and show
that emotion lexicons are not able to encompass the high variability of emotion expressions and
demonstrate that statistical models benefit from joint modeling of emotions with its roles in all
subtasks. The corpus that we provide enables future research on the recognition of emotions
and associated entities in text. It supports qualitative literary studies and digital humanities. The
corpus is available at http://www.ims.uni-stuttgart.de/data/reman.

Title and Abstract in German

Wer fühlt was und warum?
Annotation eines Literaturkorpus mit Semantischen Rollen von Emotionen

Die meisten Ansätze in der Emotionsanalyse in Literatur beschränken sich auf die Erkennung
der Emotion. Wir nehmen in dieser Arbeit an, dass dies eine starke Vereinfachung darstellt. Es
wird ignoriert, welche Figur die Emotion empfindet und wodurch sie ausgelöst wurde. Dies ist
ungünstig, da Emotionen eine entscheidende Rolle bei der Interaktion zwischen Figuren und
mit Ereignissen spielen. Allerdings war bisher kein annotiertes Korpus verfügbar, welches all
diese Komponenten erfasst. In diesem Aufsatz präsentieren wir das Korpus REMAN (Relational
EMotion ANotation), welches diese Lücke füllt. Es basiert auf Ausschnitten von Texten aus dem
Projekt Gutenberg, welche auf Phrasenebene mit Emotionen sowie dem Empfindenden, dem Ziel
sowie der Ursache der Emotion annotiert sind. Wir präsentieren eine Analyse des Korpus und
stellen erste Ergebnisse eines automatischen Vorhersagemodells vor, welches die Grenzen von
Wörterbuch-Verfahren aufzeigt. Des Weiteren zeigen wir, dass statistische Modelle von einer
gemeinsamen Modellierung der verschiedenen Teilaufgaben profitieren. Unser Korpus unterstützt
die Literaturwissenschaften sowie digitalen Geisteswissenschaften und ermöglicht die Erstellung
von Modellen zur feingranularen automatischen Vorhersage von Emotionen. Das Korpus ist
verfügbar unter http://www.ims.uni-stuttgart.de/data/reman.

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/
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Emotions are Events: News

1555

Headline: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.
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1

Emotion: Anger, Anger, Disgust
Reader Perception: Yes, No, Yes

p
h
as
e
2

Emotion: Anger, Anger, Disgust
Intensity: Medium, High, High

Other emotions: None, None, None
Reader emotions: Annoyance, Negative Surprise, No Emotion

Experiencer: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.

Cue: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.

Cause: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.

Target: A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve.

ag
g
re
g
at
ed

Emotion: Anger
Intensity: High

Other emotions: None
Reader perception: Yes

Reader emotions: Annoyance, Negative Surprise, No Emotion

A couple infuriated o�cials by landing their helicopter in the middle of a nature reserve .

Cue

Target

Cause

Experiencer

1

Figure 1: Example of an annotated headline from our dataset. Each color represents an annotator.

that we present the first resource of news headlines anno-
tated for emotions, cues, intensities, experiencers, causes,
targets, and reader emotion, (2), design a two-phase anno-
tation procedure for emotion structures via crowdsourcing,
and, (3), provide results of a baseline model to predict such
roles in a sequence labeling setting. We provide our anno-
tation guidelines and annotations at http://www.ims.
uni-stuttgart.de/data/goodnewseveryone.

2. Related Work

Our annotation and modelling project is inspired by emotion
classification and intensity prediction as well as role labeling
and resources which were prepared for these tasks. We
therefore look into each of these subtasks and explain how
they are related to our new corpus.

2.1. Emotion Classification

Emotion classification deals with mapping words, sentences,
or documents to a set of emotions following psychological
models such as those proposed by Ekman (1992) (anger,

disgust, fear, joy, sadness, and surprise) or Plutchik (2001);
or continuous values of valence, arousal and dominance

(Russell, 1980).
Datasets for those tasks can be created in different ways.
One way to create annotated datasets is via expert annota-

tion (Aman and Szpakowicz, 2007; Strapparava and Mihal-
cea, 2007; Ghazi et al., 2015; Schuff et al., 2017; Buechel

and Hahn, 2017c). A special case of this procedure has been
proposed by the creators of the ISEAR dataset who make
use of self-reporting instead, where subjects are asked to de-
scribe situations associated with a specific emotion (Scherer
and Wallbott, 1994).

Crowdsourcing is another popular way to acquire human
judgments (Mohammad, 2012; Mohammad et al., 2014;
Mohammad et al., 2014; Abdul-Mageed and Ungar, 2017;
Mohammad et al., 2018), for instance on Amazon Mechani-
cal Turk or Figure Eight (previously known as Crowdflower).
Troiano et al. (2019) recently published a data set which
combines the idea of requesting self-reports (by experts in
a lab setting) with the idea of using crowdsourcing. They
extend their data to German reports (next to English) and
validate each instance, again, via crowdsourcing.

Lastly, social network platforms play a central role in data
acquisition with distant supervision, because they provide
a cheap way to obtain large amounts of noisy data (Mo-
hammad, 2012; Mohammad et al., 2014; Mohammad and
Kiritchenko, 2015; Liu et al., 2017).

We show an overview of available resources in Table 1.
Further, more details on previous work can for instance be
found in Bostan and Klinger (2018).

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger June 24, 2021 18 / 50

Proceedings of the 12th Conference on Language Resources and Evaluation (LREC 2020), pages 1554–1566
Marseille, 11–16 May 2020

c� European Language Resources Association (ELRA), licensed under CC-BY-NC

1554

GoodNewsEveryone: A Corpus of News Headlines Annotated with

Emotions, Semantic Roles, and Reader Perception

Laura Bostan, Evgeny Kim, Roman Klinger

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart
Pfaffenwaldring 5b, 70569 Stuttgart, Germany

{laura.bostan, evgeny.kim, roman.klinger}@ims.uni-stuttgart.de

Abstract

Most research on emotion analysis from text focuses on the task of emotion classification or emotion intensity regression. Fewer works
address emotions as a phenomenon to be tackled with structured learning, which can be explained by the lack of relevant datasets. We
fill this gap by releasing a dataset of 5000 English news headlines annotated via crowdsourcing with their associated emotions, the
corresponding emotion experiencers and textual cues, related emotion causes and targets, as well as the reader’s perception of the emotion
of the headline. This annotation task is comparably challenging, given the large number of classes and roles to be identified. We therefore
propose a multiphase annotation procedure in which we first find relevant instances with emotional content and then annotate the more
fine-grained aspects. Finally, we develop a baseline for the task of automatic prediction of semantic role structures and discuss the results.
The corpus we release enables further research on emotion classification, emotion intensity prediction, emotion cause detection, and
supports further qualitative studies.

Keywords: emotion, structured learning, role labeling

1. Introduction

Research in emotion analysis from text focuses on mapping
words, sentences, or documents to emotion categories based
on the models of Ekman (1992) or Plutchik (2001), which
propose the emotion classes of joy, sadness, anger, fear, trust,

disgust, anticipation and surprise. Emotion analysis has
been applied to a variety of tasks including large scale social
media mining (Stieglitz and Dang-Xuan, 2013), literature
analysis (Reagan et al., 2016; Kim and Klinger, 2019), lyrics
and music analysis (Mihalcea and Strapparava, 2012; Dodds
and Danforth, 2010), and the analysis of the development of
emotions over time (Hellrich et al., 2019).
There are at least two types of questions that cannot yet be
answered by these emotion analysis systems. Firstly, such
systems do not often explicitly model the perspective of
understanding the written discourse (reader, writer, or the
text’s point of view). For example, the headline “Djokovic
happy to carry on cruising” (Herman, 2019) contains an
explicit mention of joy carried by the word “happy”. How-
ever, it may evoke different emotions in a reader (e. g., when
the reader is a supporter of Roger Federer), and the same
applies to the author of the headline. To the best of our
knowledge, only one work considers this point (Buechel and
Hahn, 2017c). Secondly, the structure that can be associ-
ated with the emotion description in text is not uncovered.
Questions like “Who feels a particular emotion?” or “What
causes that emotion?” remain unaddressed. There has been
almost no work in this direction, with only a few exceptions
in English (Kim and Klinger, 2018; Mohammad et al., 2014)
and Mandarin (Xu et al., 2019; Ding et al., 2019).
With this work, we argue that emotion analysis would bene-
fit from a more fine-grained analysis that considers the full
structure of an emotion, similar to the research in aspect-
based sentiment analysis (Wang et al., 2016; Ma et al., 2018;
Xue and Li, 2018; Sun et al., 2019). Consider the headline:
“A couple infuriated officials by landing their helicopter in

the middle of a nature reserve” (Kenton, 2019) depicted in
Figure 1. One could mark “officials” as the experiencer, “a
couple” as the target, and “landing their helicopter in the
middle of a nature reserve” as the cause of anger. Now let
us imagine that the headline starts with “A cheerful couple”
instead of “A couple”. A simple approach to emotion de-
tection based on cue words will capture that this sentence
contains descriptions of anger (“infuriated”) and joy (“cheer-
ful”). It would, however, fail in attributing correct roles to
the couple and the officials. Thus, the distinction between
their emotional experiences would remain hidden from us.
In this study, we focus on an annotation task to develop a
dataset that would enable addressing the issues raised above.
Specifically, we introduce the corpus GoodNewsEveryone,
a novel dataset of English news headlines collected from
82 different sources most of which are analyzed in the Me-
dia Bias Chart (Otero, 2018) annotated for emotion class,
emotion intensity, semantic roles (experiencer, cause, target,
cue), and reader perspective. We use semantic roles, since
identifying who feels what and why is essentially a semantic
role labeling task (Gildea and Jurafsky, 2000). The roles we
consider are a subset of those defined for the semantic frame
for “Emotion” in FrameNet (Baker et al., 1998).
We focus on news headlines due to their brevity and den-
sity of contained information. Headlines often appeal to a
reader’s emotions and hence are a potentially good source
for emotion analysis. Besides, news headlines are easy-to-
obtain data across many languages, void of data privacy
issues associated with social media and microblogging.
Further, we opt for a crowdsourcing setting in contrast to
an expert-based setting to obtain data annotated that is to
a lesser extend influenced by individual opinions of a low
number of annotators. Besides, our previous work showed
that it is comparably hard to reach an acceptable agreement
in such tasks even under close supervision (Kim and Klinger,
2018).
To summarize, our main contributions in this paper are, (1),
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Emotion Semantic Role Labeling as Sequence Labeling

Example
“[ John

experiencer
] [hates

cue
] [ cars

target
] because they [pollute the environment

stimulus
].”

Corpora

● Tweets with Cue, Stimulus, Experiencer, Target: Mohammad et al. (2014)
● Literature, with Cue, Stimulus, Experiencer, Target: Kim/Klinger (2018)

with Stimuli: Gao et al. (2017)
● News headlines with Cue, Stimulus, Experiencer, Target: Bostan/Kim/Klinger (2020)
● Blogs with Stimuli: Ghazi et al. (2015)
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Emotion Stimulus Detection

Token Sequence Labeling vs. Clause Classification
O O O O O B I I O

John hates cars because they pollute the environment .

No Stimulus Stimulus
[ John hates cars ] [ because they pollute the environment. ]

● Clause classification is standard formulation in Mandarin (Gui et al., 2017)
● We showed that token sequence

labeling outperforms clause classification
in English.
● Clauses are not the appropriate unit

for stimuli in English.
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Token Sequence Labeling vs. Clause Classification for
English Emotion Stimulus Detection

Laura Oberländer and Roman Klinger
Institut für Maschinelle Sprachverarbeitung, University of Stuttgart

Pfaffenwaldring 5b, 70569 Stuttgart, Germany
{laura.oberlaender,roman.klinger}@ims.uni-stuttgart.de

Abstract

Emotion stimulus detection is the task of find-
ing the cause of an emotion in a textual descrip-
tion, similar to target or aspect detection for
sentiment analysis. Previous work approached
this in three ways, namely (1) as text classifi-
cation into an inventory of predefined possible
stimuli (“Is the stimulus category A or B?”), (2)
as sequence labeling of tokens (“Which tokens
describe the stimulus?”), and (3) as clause clas-
sification (“Does this clause contain the emo-
tion stimulus?”). So far, setting (3) has been
evaluated broadly on Mandarin and (2) on En-
glish, but no comparison has been performed.
Therefore, we analyze whether clause classi-
fication or token sequence labeling is better
suited for emotion stimulus detection in En-
glish. We propose an integrated framework
which enables us to evaluate the two different
approaches comparably, implement models in-
spired by state-of-the-art approaches in Man-
darin, and test them on four English data sets
from different domains. Our results show that
token sequence labeling is superior on three
out of four datasets, in both clause-based and
token sequence-based evaluation. The only
case in which clause classification performs
better is one data set with a high density of
clause annotations. Our error analysis further
confirms quantitatively and qualitatively that
clauses are not the appropriate stimulus unit in
English.

1 Introduction

Research in emotion analysis from text focuses
on classification, i.e., mapping sentences or docu-
ments to emotion categories based on psychologi-
cal theories (e.g., Ekman (1992), Plutchik (2001)).
While this task answers the question which emotion

This work is licensed under a Creative Commons Attri-
bution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.

is expressed in a text, it does not detect the textual
unit, which reveals why the emotion has been devel-
oped. For instance, in the example “Paul is angry

because he lost his wallet.” it remains hidden that
lost his wallet is the reason for experiencing the
emotion of anger. This stimulus, e.g., an event de-
scription, a person, a state of affairs, or an object
enables deeper insight, similar to targeted or aspect-
based sentiment analysis (Jakob and Gurevych,
2010; Yang and Cardie, 2013; Klinger and Cimiano,
2013; Pontiki et al., 2015, 2016, i.a.). This situa-
tion is dissatisfying for (at least) two reasons. First,
detecting the emotions expressed in social media
and their stimuli might play a role in understanding
why different social groups change their attitude
towards specific events and could help recognize
specific issues in society. Second, understanding
the relationship between stimuli and emotions is
also compelling from a psychological point of view,
given that emotions are commonly considered re-
sponses to relevant situations (Scherer, 2005).

Models which tackle the task of detecting the
stimulus in a text have seen three different problem
formulations in the past: (1) Classification into a
predefined inventory of possible stimuli (Moham-
mad et al., 2014), similarly to previous work in
sentiment analysis (Ganu et al., 2009), (2) classi-
fication of precalculated or annotated clauses as
containing a stimulus or not (Gui et al., 2016, i.a.),
and (3) detecting the tokens that describe the stim-
ulus, e.g., with IOB labels (Ghazi et al., 2015, i.a.).
We follow the two settings in which the stimuli are
not predefined categories (2+3, cf. Figure 1).

These two settings have their advantages and
disadvantages. The clause classification setting is
more coarse-grained and, therefore, more likely
to perform well than the token sequence labeling
setting, but it might miss the exact starting and
endpoints of a stimulus span and needs clause an-
notations or a syntactic parse with the risk of error
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Application Example:
Automatic Relation Extraction for Network Analysis

Albert

Lotte

Werther

love

love

anger

COVID19

P1 P2 P3 P4

fear

fear fear fear

P5 P6 P7

sadness

P8
surprise
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Knowledge of Emotion Roles helps Emotion Classification

We can tell a BERT classifier of emotion categories about the position of roles.
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Experiencers, Stimuli, or Targets:
Which Semantic Roles Enable Machine Learning to Infer the Emotions?

Laura Oberländer, Kevin Reich, and Roman Klinger
Institut für Maschinelle Sprachverarbeitung, University of Stuttgart, Germany

{firstname.lastname}@ims.uni-stuttgart.de

Abstract

Emotion recognition is predominantly formulated as text classification in which textual units are
assigned to an emotion from a predefined inventory (e.g., fear, joy, anger, disgust, sadness, surprise,
trust, anticipation). More recently, semantic role labeling approaches have been developed to
extract structures from the text to answer questions like: “who is described to feel the emotion?”
(experiencer), “what causes this emotion?” (stimulus), and at which entity is it directed?” (target).
Though it has been shown that jointly modeling stimulus and emotion category prediction is
beneficial for both subtasks, it remains unclear which of these semantic roles enables a classifier
to infer the emotion. Is it the experiencer, because the identity of a person is biased towards a
particular emotion (X is always happy)? Is it a particular target (everybody loves X) or a stimulus
(doing X makes everybody sad)? We answer these questions by training emotion classification
models on five available datasets annotated with at least one semantic role by masking the fillers
of these roles in the text in a controlled manner and find that across multiple corpora, stimuli
and targets carry emotion information, while the experiencer might be considered a confounder.
Further, we analyze if informing the model about the position of the role improves the classification
decision. Particularly on literature corpora we find that the role information improves the emotion
classification.

1 Introduction

Emotion analysis is now an established research area which finds application in a variety of different
fields, including social media analysis (Purver and Battersby, 2012; Wang et al., 2012; Mohammad and
Bravo-Marquez, 2017; Ying et al., 2019, i.a.), opinion mining (Choi et al., 2006, i.a.), and computational
literary studies (Alm et al., 2005; Kim and Klinger, 2019a; Haider et al., 2020; Zehe et al., 2020, i.a.).
The most prominent task in emotion analysis is emotion categorization, where text receives assignments
from a predefined emotion inventory, such as the fundamental emotions of fear, anger, joy, anticipation,
trust, surprise, disgust, and sadness which follow theories by Ekman (1999) or Plutchik (2001). Other
tasks include the recognition of affect values, namely valence or arousal (Posner et al., 2005) or analyses
of event appraisal (Hofmann et al., 2020; Scherer, 2005).

More recently, categorization (or regression) tasks have been complemented by more fine-grained
analyses, namely emotion stimulus detection and role labeling, to detect which words denote the expe-
riencer of an emotion, the emotion cue description, or the target of an emotion. These efforts lead to
computational approaches of detecting stimulus clauses (Xia and Ding, 2019; Wei et al., 2020; Gao et al.,
2017) and emotion role labeling and sequence labeling (Mohammad et al., 2014; Bostan et al., 2020; Kim
and Klinger, 2018; Ghazi et al., 2015; Zehe et al., 2020), with different advantages and disadvantages we
discuss in Oberländer and Klinger (2020).

Further, this work led to a rich set of corpora with annotations of different subsets of roles. An example
of a sentence annotated with semantic role labels for emotion is “

⇥
John

EXPERIENCER

⇤ ⇥
hates

CUE

⇤ ⇥
cars

TARGET

⇤
because they

⇥
pollute the environment

STIMULUS

⇤
.” A number of English-language resources are available: Ghazi et al. (2015)

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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Definition of emotions and their linguistic realizations

Emotion (Scherer, 2005)
Emotions are “an episode of interrelated,
synchronized changes in the states of […] five
organismic subsystems in response to the
evaluation of a […] stimulus-event …”

“There is 
a car on 
fire.”

He was 
trembling.

“I feel bad.” “Uh, FU**.”

Cognitive
Appraisal

“This situation is
not in line with my goals.”

“Let’s run away.”

ExpressionFeeling Bodily 
symptom 

Action 
tendency
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Appraisal-based Emotion Classification

Emotion Analysis Systems Category: Joy

Feeler: “I”

Cue: “so happy”

Cause: “passed my habilitation”

Report of subjective feeling

Event appraisal
(No report of bodily symptoms, action tendencies)

Vocal Expression

Semantic Role Labeling Component Process Model

Appraisals

Pleasantness: High

Responsibility: High

Expected Effort: Low

Certainty: High

Attention: Medium

Attention: Medium

Sit. Control: Low

Category: Joy
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Abstract

Automatic emotion categorization has been predominantly formulated as text classification in
which textual units are assigned to an emotion from a predefined inventory, for instance following
the fundamental emotion classes proposed by Paul Ekman (fear, joy, anger, disgust, sadness,
surprise) or Robert Plutchik (adding trust, anticipation). This approach ignores existing psycho-
logical theories to some degree, which provide explanations regarding the perception of events.
For instance, the description that somebody discovers a snake is associated with fear, based on
the appraisal as being an unpleasant and non-controllable situation. This emotion reconstruction
is even possible without having access to explicit reports of a subjective feeling (for instance
expressing this with the words “I am afraid.”). Automatic classification approaches therefore need
to learn properties of events as latent variables (for instance that the uncertainty and the mental
or physical effort associated with the encounter of a snake leads to fear). With this paper, we
propose to make such interpretations of events explicit, following theories of cognitive appraisal
of events, and show their potential for emotion classification when being encoded in classification
models. Our results show that high quality appraisal dimension assignments in event descriptions
lead to an improvement in the classification of discrete emotion categories. We make our corpus
of appraisal-annotated emotion-associated event descriptions publicly available.

1 Introduction

The task of emotion analysis is commonly formulated as classification or regression in which textual units
(documents, paragraphs, sentences, words) are mapped to a predefined reference system, for instance
the sets of fundamental emotions fear, anger, joy, surprise, disgust, and sadness proposed by Ekman
(1999), or by Plutchik (2001), which includes also trust and anticipation. Machine learning-based models
need to figure out which words point to a particular emotion experienced by a reader, by the author of
a text, or a character in it. Depending on the resource which has been annotated, the description of an
emotion experience can vary. On Twitter, for instance, other than direct reports of an emotion state (“I
feel depressed”), hashtags are used as emotion labels to enrich the description of events and stances (“I
just got my exam result #sad”). In news articles, emotional events are sometimes explicitly mentioned
(“couple infuriate officials” (Bostan et al., 2020)) and other times require world knowledge (“Tom Cruise
and Katie Holmes set wedding date”, labeled as surprise (Strapparava and Mihalcea, 2007)). In literature,
a sequence of events which forms the narrative leads to an emotion in the reader. In this paper, we focus
on those texts which communicate emotions without an explicit emotion word, but rather describe events
for which an emotion association is evident.

Such textual examples became popular in natural language processing research with the use of the data
generated in the ISEAR project (Scherer and Wallbott, 1997). The project led to a dataset of descriptions
of events triggering specific affective states, which was originally collected to study event interpretations
with a psychological focus. In text analysis, to infer the emotion felt by the writers of those reports, an

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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Appraisal Annotation

Most probably, at the time when the event happened, the writer…
● …wanted to devote further attention to the event. (Attention)
● …was certain about what was happening. (Certainty)
● …had to expend mental or physical effort to deal with the situation. (Effort)
● …found that the event was pleasant. (Pleasantness)
● …was responsible for the situation. (Responsibility)
● …found that he/she was in control of the situation. (Control)
● …found that the event could not have been changed/influenced by anyone. (Circumstance)

(following concepts by Smith/Ellsworth, 1985)
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Corpus Selection

Corpus Annotation

Appraisal Prediction

Emotion Prediction

● Reannotation of event-centered corpus: Troiano/Padó/Klinger, 2019
● “Remember an event which triggered [emotion] and describe it:

‘I felt [emotion word], when…’ ”
● 1001 event descriptions, stratified by emotion

(anger, disgust, fear, guilt, joy, shame, sadness)

Examples

● I felt [sadness] when I saw a homeless cat on the street.
● I felt [shame] when someone commented that I was looking very untidy.
● I felt [anger] when the police did not update me on a crime.
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Annotation Results

Anger
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Disgust
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Fear
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Guilt
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Joy
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Sadness
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Shame
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.
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Machine Learning Models

Emotion

Neural

Text

Network

Appraisal

Neural

Text

Network

Emotion

Neural

Text

Network

Appraisal
Neural
Network

Emotion

Text

Appraisal

Neural
Network
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Modelling Results

How well can we predict appraisal dimensions from text?
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Modelling Results

Can this approach improve emotion classification?
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Emotion Components

Emotion Analysis Systems Category: Joy

Feeler: “I”

Cue: “so happy”

Cause: “passed my habilitation”

Report of subjective feeling

Event appraisal
(No report of bodily symptoms, action tendencies)

Vocal Expression

Semantic Role Labeling Component Process Model

Appraisals

Pleasantness: High

Responsibility: High

Expected Effort: Low

Certainty: High

Attention: Medium

Attention: Medium

Sit. Control: Low

Category: Joy
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Does Component Knowledge help Emotion Classification?

● Annotation of two corpora: TEC (Tweets) and REMAN (literature) for components
● Labels of TEC (one-of):

anger, disgust, fear, joy, sadness, surprise
● Labels of REMAN (many-of):

anger, disgust, joy, sadness, fear, surprise, trust, anticipation, other, neutral
● 2041 Tweets, 1000 sentence triples from Project Gutenberg

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger June 24, 2021 33 / 50



Emotions and Emotion Analysis Emotions are Events Events trigger Emotions Summary

Does Component Knowledge help Emotion Classification?

Examples
Cognitive
● I can’t stop.
● found my old lava lamp!

Bodily Reaction
● She did not know; she trembled.
● Apparently i might have alcohol

poisoning. #stupidgirl
Subjective
● Woman–woman–I love thee!
● bad day

Motivation
● We’re going out tonight.
● Sometimes I wanna take your head and

ram it into mirrors.
Expression
● An expression of annoyance appeared on

the emperor’s face.
● Finals tomorrow... ugh
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Corpus Statistics

TEC/Twitter
Cognitive

Physiological

ActionExpression

Subjective

REMAN/Literature
Cognitive

Physiological

ActionExpression

Subjective
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Machine Learning models
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How well can we predict components?
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Does Component Prediction help Emotion Categorization?
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Summary

● We presented the first work that combines
● emotion component process model,
● appraisal classification

with emotion classification
● Emotion component prediction helps to improve emotion classification
● Appraisal prediction has potential to improve emotion classification
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Check out our whole lecture on emotion analysis!

www.emotionanalysis.de
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