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Natural Language Processing Tasks

What does natural language processing research look like?
natural language textual communication

recognize events in text

interpret opinion

recognize instructions

. . .

● NLP research does barely attempt to solve everything that humans can do.
● Instead: predefined (narrow) tasks.
● Some tasks are established and well defined.
● Others are still in the process of formalization.
● We will now look at a couple of examples.
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Example Task: Named Entity Recognition

Example Input (one of many) to Instruct an Automatic Machine Learning Model
Input: Both Kai Sassenberg and André Bittermann work at the ZPID.
Output: Kai Sassenberg; André Bittermann

Application
Input: Roman Klinger works at the University of Stuttgart.
Output: Roman Klinger

● I specified the task with an example
(standard machine learning setup: supervised learning).
● An alternative task specification would be an instruction:

“Annotate all person names.”
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Example Task: Machine Translation de-en

Example
Input: Roman Klinger arbeitet an der Uni Stuttgart.
Output: Roman Klinger works at the University of Stuttgart.
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Example Task: Conditional Text Generation

Example
Input: “When he walked into the restaurant”, Joy
Output: “he was delighted to see that his husband was already there.”
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Example Task: Natural Language Inference

Example

● Input: “A soccer game with multiple males playing.”;
“Some men are playing a sport.”

● Output: entailment

● Input: “A man inspects the uniform of the person.”;
“The man is sleeping.”

● Output: contradiction
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Natural Language Processing Research

guidelines
e.g. as ontology

annotated corpus

quality assessment

expectations

new data

requirementsapplication Users

Researcher 2
Developer

Annotators

Researcher 1
formalization

annotation

evaluation

knowledge
insight

interpretation/analysis

model
computational
modelling

● How to formalize a concept
without inappropriately
simplifying it, while making it
“computable”?
● How to setup the annotation

task such that it leads to
reliable text assessements?
● How to model concept

properties correctly such that
annotations can be
automatized?
● Do models generalize?

Are users happy?
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Annotation Challenges

Questions
● Is the task objectively decidable?

(entities vs. entailment or translation)
● Is the text alone sufficient to solve the task or is more context needed?

(textual entailment vs. multimodal data or author profiling)
● Is it a classification or regression task?

(emotion classification vs. arousal regression)

Implications
● Do we have access to the context? How much to show?
● Show isolated instance or request comparative annotations?
● Carefully train annotation experts or do crowdsourcing?
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Modeling

Find a function that takes:
● text (and additional information) as input
● and automatically predicts output/annotation.
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Modeling Approaches

● Rule-based methods, lexicon-based approaches
+ Transparent
+ Can be well grounded in theories
− Often conceptually too simple
− Difficult to achieve good performance

● Machine Learning/Deep Learning, Supervised or via Reinforcement Learning
+ Learns the task from data
+ No need to fully specify the task manually
○ SOTA: Fine-tuning a pretrained language model
− Data is required
− Prone to overfitting to data

● Prompting, Prompt Learning; Learning from Instructions
+ Potentially good generalization, potentially only needs few example instances
− Needs a large (instruction-tuned) language model
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Prompting with Instruction-tuned

Step 1: Train a model to understand language: Language modeling objective
● Input: “I want to eat” — Output: “Spaghetti”.
● Observation: Input/Output pairs can be created without human supervision!

Step 2: Fine-tune this model to solve instructions
● Input: “Classify the sentiment: ‘I like the company’” — Output: “Positive”.
● Obs.: We need many tasks & huge models to achieve generalization across tasks.

Step 3: Fine-tune with reinforcement learning from human-feedback on unseen tasks
● Given a human input and a model’s output, let a human judge it’s quality.
● Observation: We need many humans to do that.
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Example: Flan-T5 (1)

Scaling Instruction-Finetuned Language Models

Hyung Won Chung� Le Hou� Shayne Longpre� Barret Zoph† Yi Tay†

William Fedus† Yunxuan Li Xuezhi Wang Mostafa Dehghani Siddhartha Brahma
Albert Webson Shixiang Shane Gu Zhuyun Dai Mirac Suzgun Xinyun Chen
Aakanksha Chowdhery Alex Castro-Ros Marie Pellat Kevin Robinson
Dasha Valter Sharan Narang Gaurav Mishra Adams Yu Vincent Zhao
Yanping Huang Andrew Dai Hongkun Yu Slav Petrov Ed H. Chi
Je� Dean Jacob Devlin Adam Roberts Denny Zhou Quoc V. Le

Jason Wei⇤

Google

Abstract

Finetuning language models on a collection of datasets phrased as instructions has been shown to improve
model performance and generalization to unseen tasks. In this paper we explore instruction finetuning
with a particular focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on
chain-of-thought data. We find that instruction finetuning with the above aspects dramatically improves
performance on a variety ofmodel classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot, CoT),
and evaluation benchmarks (MMLU, BBH, TyDiQA, MGSM, open-ended generation, RealToxicityPrompts).
For instance, Flan-PaLM 540B instruction-finetuned on 1.8K tasks outperforms PaLM 540B by a large margin
(+9.4% on average). Flan-PaLM 540B achieves state-of-the-art performance on several benchmarks, such as
75.2% on five-shot MMLU. We also publicly release Flan-T5 checkpoints,1 which achieve strong few-shot
performance even compared to much larger models, such as PaLM 62B. Overall, instruction finetuning is a
general method for improving the performance and usability of pretrained language models.

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

(B)(B)(B)(B)

Language 
model

Please answer the following question.

What is the boiling point of Nitrogen?
  -320.4F

Answer the following question by 
reasoning step-by-step. 
The cafeteria had 23 apples. If they 
used 20 for lunch and bought 6 more, 
how many apples do they have?

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

Q: Can Geoffrey Hinton have a 
conversation with George Washington?

Give the rationale before answering.

Geoffrey Hinton is a British-Canadian 
computer scientist born in 1947. George 
Washington died in 1799. Thus, they 
could not have had a conversation 
together. So the answer is “no”.

Instruction finetuning

Chain-of-thought finetuning

 Inference: generalization to unseen tasks

Multi-task instruction finetuning (1.8K tasks)

Figure 1: We finetune various language models on 1.8K tasks phrased as instructions, and evaluate them on unseen tasks.
We finetune both with and without exemplars (i.e., zero-shot and few-shot) and with and without chain-of-thought,
enabling generalization across a range of evaluation scenarios.

�Equal contribution. Correspondence: lehou@google.com.
†Core contributor.
1Public checkpoints: https://github.com/google-research/t5x/blob/main/docs/models.md#flan-t5-checkpoints.
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Example: Flan-T5 (2)

T0-SF
Commonsense reasoning
Question generation
Closed-book QA
Adversarial QA
Extractive QA
Title/context generation
Topic classification
Struct-to-text
…

55 Datasets, 14 Categories, 
193 Tasks

Muffin
Natural language inference                Closed-book QA
Code instruction gen.                          Conversational QA        
Program synthesis                               Code repair                                             
Dialog context generation                  …                                                                             

69 Datasets, 27 Categories, 80 Tasks

CoT (Reasoning)
Arithmetic reasoning                 Explanation generation
Commonsense Reasoning        Sentence composition            
Implicit reasoning                       …

9 Datasets, 1 Category, 9 Tasks

Natural
Instructions v2

Cause effect classification
Commonsense reasoning
Named entity recognition
Toxic language detection
Question answering
Question generation
Program execution
Text categorization
…

372 Datasets, 108 Categories, 
1554 Tasks

❖ A Dataset is an original data source (e.g. SQuAD).
❖ A Task Category is unique task setup (e.g. the SQuAD dataset is configurable for multiple task categories such as 

extractive question answering, query generation, and context generation).
❖ A Task is a unique <dataset, task category> pair, with any number of templates which preserve the task category (e.g. 

query generation on the SQuAD dataset.)

Finetuning tasks

Held-out tasks

MMLU
Abstract algebra                Sociology
College medicine               Philosophy
Professional law                 …

57 tasks

BBH
Boolean expressions               Navigate
Tracking shuffled objects       Word sorting                             
Dyck languages                        …

27 tasks

TyDiQA
Information 
seeking QA

8 languages

MGSM
Grade school 

math problems

10 languages

Figure 2: Our finetuning data comprises 473 datasets, 146 task categories, and 1,836 total tasks. Details for
the tasks used in this paper is given in Appendix F.

2 Flan Finetuning
We instruction-finetune on a collection of data sources (Figure 2) with a variety of instruction template
types (Figure 3). We call this finetuning procedure Flan (Finetuning language models; Wei et al., 2021) and
prepend “Flan” to the resulting finetuned models (e.g., Flan-PaLM).2 We show that Flan works across several
model sizes and architectures (Table 2).

2.1 Finetuning Data
Task mixtures. Prior literature has shown that increasing the number of tasks in finetuning with instructions
improves generalization to unseen tasks (Wei et al., 2021; Sanh et al., 2021, inter alia). In this paper we scale
to 1,836 finetuning tasks by combining four mixtures from prior work: Mu�n, T0-SF, NIV2, and CoT, as
summarized in Figure 2. Mu�n3 (80 tasks) comprises 62 tasks from Wei et al. (2021) and 26 new tasks that
we added in this work, including dialog data (Byrne et al., 2019; Anantha et al., 2021; Dai et al., 2022) and
program synthesis data (Yasunaga and Liang, 2020; Li et al., 2022). T0-SF (193 tasks) comprises tasks from
T0 (Sanh et al., 2021) that do not overlap with the data used in Mu�n (SF stands for “sans Flan”). NIV2
(1554 tasks) comprises tasks from Wang et al. (2022c).4

2We use “Flan” to refer to our finetuning procedure. “FLAN” is a model in Wei et al. (2021).
3Multi-task finetuning with instructions.
4We removed 44 tasks related to MMLU (Hendrycks et al., 2020), since MMLU is used for evaluation.

3
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Text Classification as Natural Language Inference

Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natural Language Processing, pages 3914–3923,

Hong Kong, China, November 3–7, 2019. c�2019 Association for Computational Linguistics

3914

Benchmarking Zero-shot Text Classification:
Datasets, Evaluation and Entailment Approach

Wenpeng Yin, Jamaal Hay, Dan Roth
Cognitive Computation Group

Department of Computer and Information Science, University of Pennsylvania
{wenpeng,jamaalh,danroth}@seas.upenn.edu

Abstract

Zero-shot text classification (0SHOT-TC) is a
challenging NLU problem to which little at-
tention has been paid by the research com-
munity. 0SHOT-TC aims to associate an ap-
propriate label with a piece of text, irrespec-
tive of the text domain and the aspect (e.g.,
topic, emotion, event, etc.) described by the
label. And there are only a few articles study-
ing 0SHOT-TC, all focusing only on topical
categorization which, we argue, is just the tip
of the iceberg in 0SHOT-TC. In addition, the
chaotic experiments in literature make no uni-
form comparison, which blurs the progress.

This work benchmarks the 0SHOT-TC problem
by providing unified datasets, standardized
evaluations, and state-of-the-art baselines. Our
contributions include: i) The datasets we pro-
vide facilitate studying 0SHOT-TC relative to
conceptually different and diverse aspects: the
“topic” aspect includes “sports” and “politics”
as labels; the “emotion” aspect includes “joy”
and “anger”; the “situation” aspect includes
“medical assistance” and “water shortage”. ii)
We extend the existing evaluation setup (label-
partially-unseen) – given a dataset, train on
some labels, test on all labels – to include
a more challenging yet realistic evaluation
label-fully-unseen 0SHOT-TC (Chang et al.,
2008), aiming at classifying text snippets with-
out seeing task specific training data at all.
iii) We unify the 0SHOT-TC of diverse aspects
within a textual entailment formulation and
study it this way. 1

1 Introduction

Supervised text classification has achieved great
success in the past decades due to the availability
of rich training data and deep learning techniques.
However, zero-shot text classification (0SHOT-TC)

1 https://cogcomp.seas.upenn.edu/page/
publication_view/883

The plague in Mongolia, occurring last week,
has caused more than a thousand isolation

health, finance, politics, 
sports, etc.

anger, joy, sadness,
fear etc.

shelter, water,
 medical assistance, etc.

news, serious
 etc.

more possible labels

"topic" aspect "emotion" aspect

"situation" aspect

Figure 1: A piece of text can be assigned labels which
describe the different aspects of the text. Positive labels
are in blue.

has attracted little attention despite its great po-
tential in real world applications, e.g., the intent
recognition of bank consumers. 0SHOT-TC is chal-
lenging because we often have to deal with classes
that are compound, ultra-fine-grained, changing
over time, and from different aspects such as topic,
emotion, etc.

Existing 0SHOT-TC studies have mainly the fol-
lowing three problems.

First problem. The 0SHOT-TC problem was
modeled in a too restrictive vision. Firstly, most
work only explored a single task, which was
mainly topic categorization, e.g., (Pushp and Sri-
vastava, 2017; Yogatama et al., 2017; Zhang et al.,
2019). We argue that this is only the tiny tip of
the iceberg for 0SHOT-TC. Secondly, there is of-
ten a precondition that a part of classes are seen
and their labeled instances are available to train a
model, as we define here as Definition-Restrictive:

Definition-Restrictive (0SHOT-TC). Given la-
beled instances belonging to a set of seen classes
S, 0SHOT-TC aims at learning a classifier f(·) :
X ! Y , where Y = S [ U ; U is a set of unseen
classes and belongs to the same aspect as S.

In this work, we formulate the 0SHOT-TC in a
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Observation

All three model types can be used for zero-shot text analysis
● Models that predict the next word or a missing word
● “ ‘He is happy.’ The sentiment polarity of this statement is”

● Models tuned for natural language inference
● “He is happy” – “This sentence is positive.”

● Instruction-tuned models
● “What is the sentiment of the following sentence ‘He is happy’? Answer with a

digit only where 1 is positive and 2 is negative.”
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What’s next?

● We have now seen a set of methods to solve NLP tasks.
● NLI-based Zero-Shot Predictions
● Fine-tuning language models; traditional ML/DL
● Prompting with Instruction-tuned models

● I will now introduce emotion analysis.
● Then I will show three examples from this area with different methods:
● NLI-based zero-shot emotion classification
● Traditional ML for appraisal-based corpus creation
● Prompt-based affective text generation
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Emotion Analysis: What we want to do.

Emotion Analysis Systems Category: Joy
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Kim et al., 2017.
Investigating the Relationship between Literary Genres and Emotional Plot Development. LaTeCH@ACL
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Dominant Emotions Expressed in News Articles

Emotion Dominant Emotion Reader Emotions

Anger The Blaze, The Daily Wire, BuzzFeed The Gateway Pundit, The Daily Mail, Talking Points Memo
Annoyance Vice, NewsBusters, AlterNet Vice, The Week, Business Insider
Disgust BuzzFeed, The Hill, NewsBusters Mother Jones, The Blaze, Daily Caller
Fear The Daily Mail, Los Angeles Times, BBC Palmer Report, CNN, InfoWars
Guilt Fox News, The Daily Mail, Vice The Washington Times, Reason, National Review
Joy Time, Positive.News, BBC Positive.News, ThinkProgress, AlterNet
Love Positive.News, The New Yorker, BBC Positive.News, AlterNet, Twitchy
Pessimism MotherJones, Intercept, Financial Times The Guardian, Truthout, The Washinghton Post
Neg. Surprise The Daily Mail, MarketWatch, Vice The Daily Mail, BBC, Breitbart
Optimism Bussines Insider, The Week, The Fiscal Times MarketWatch, Positive.News, The New Republic
Pos. Surprise Positive.News, BBC, MarketWatch Positive.News, The Washington Post, MotherJones
Pride Positive.News, The Guardian, The New Yorker Daily Kos, NBC, The Guardian
Sadness The Daily Mail, CNN, Daily Caller The Daily Mail, CNN, The Washington Post
Shame The Daily Mail, The Guardian, The Daily Wire Mother Jones, National Review, Fox News
Trust The Daily Signal, Fox News, Mother Jones Economist, The Los Angeles Times, The Hill

Table 10: Top three media sources in relation to the main emotion in the text and the reader’s emotion.

emotions are dominating which source. From all sources we
have in our corpus, nearly all of them have their headlines
predominantly annotated with surprise, either negative or
positive. That could be expected, given that news headlines
often communicate something that has not been known.
Exceptions are Buzzfeed and The Hill, which are dominated
by disgust, CNN, Fox News, Washington Post, The Advocate,
all dominated by Sadness, and Economist, Financial Times,
MotherJones, all dominated either by Positive or Negative

Anticipation. Only Time has most headlines annotated as
Joy.
Note that this analysis does not say a lot about what the
media sources publish – it might also reflect on our sampling
strategy and point out what is discussed in social media or
which headlines contain emotion words from a dictionary.

5. Baseline

As an estimate for the difficulty of the task, we provide base-
line results. We focus on the segmentation tasks as these
form the main novel contribution of our data set. Therefore,
we formulate the task as sequence labeling of emotion cues,
mentions of experiencers, targets, and causes with a bidirec-
tional long short-term memory networks with a CRF layer
(biLSTM-CRF) that uses ELMo embeddings (Peters et al.,
2018) as input and an IOB alphabet as output.
The results are shown in Table 11. We observe that the
results for the detection of experiencers performs best, with
.48F1, followed by the detection of causes with .37F1. The
recognition of causes and targets is more challenging, with
.14F1 and .09F1. Given that these elements consist of longer
spans, this is not too surprising. These results are in line
with the findings by Kim and Klinger (2018), who report an
acceptable result of .3F1 for experiencers and a low .06F1 for
targets. They were not able achieve any correct segmentation
prediction for causes, in contrast to our experiment.

6. Conclusion and Future Work

We introduce GoodNewsEveryone, a corpus of 5,000 head-
lines annotated for emotion categories, semantic roles,
and reader perspective. Such a dataset enables answering
instance-based questions, such as, “who is experiencing

Category P R F1

Experiencer 0.44 0.53 0.48
Cue 0.39 0.35 0.37
Cause 0.19 0.11 0.14
Target 0.10 0.08 0.09

Table 11: Results for the baseline experiments.

what emotion and why?” or more general questions, like
“what are typical causes of joy in media?”. To annotate
the headlines, we employ a two-phase procedure and use
crowdsourcing. To obtain a gold dataset, we aggregate the
annotations through automatic heuristics.
As the evaluation of the inter-annotator agreement and the
baseline model results show, the task of annotating structures
encompassing emotions with the corresponding roles is a
difficult one. We also note that developing such a resource
via crowdsourcing has its limitations, due to the subjective
nature of emotions, it is very challenging to come up with an
annotation methodology that would ensure less dissenting
annotations for the domain of headlines.
We release the raw dataset including all annotations by all
annotators, the aggregated gold dataset, and the question-
naires. The released dataset will be useful for social science
scholars, since it contains valuable information about the in-
teractions of emotions in news headlines, and gives exciting
insights into the language of emotion expression in media.
Finally, we would like to note that this dataset is also useful
to test structured prediction models in general.
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How to define a categorical system of emotions?

V
al
en
ce

Arousal

content joyful

depressing angry

delighted

glad

alarmed

annoyed

frustratedmiserable

bored

tired

calm

satisfied

pleased

● Emotion models in psychology explain how emotions are developed.
● Text analysis models learn to associate textual realizations to emotion concepts.

They do not (explicitly?) use knowledge from such theories.
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ZSL for Emotion Classification

● Often used labels in emotion classification in text:
Ekman’s basic emotions or a subset from Plutchik’s wheel
● Sometimes domains require specific sets
● “Joy, insecurity, annoyance, relaxation, and boredom”

to model emotions of drivers
(Cevher, Zepf, Klinger, KONVENS 2019)

● “Aesthetic emotions” for poetry
(beauty, awe, suspense, uneasiness, sadness, …)
(Haider, Eger, Kim, Klinger, Menninghaus, LREC 2020)

● Do we need to create an emotion corpus with domain specific
labels for every new application domain where the label set
changes?
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Emotion ZSL as Natural Language Inference

This person feels angry
I won a trip to Greece in a 

competition :-)

This person feels happy

This person feels sad

Hypothesis

Entailment

Contradiction

Contradiction

Premise
Hypothesis

Hypothesis

● Does it matter which NLI model we use as a backbone?
● How to represent the emotion?
● Does the hypothesis formulation need to be specific for a particular domain?
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Emotion Hypotheses

Emo-Name
angry

Emo-S
Same prefix + anger,
annoyance, rage, outrage, fury,
irritation

Expr-Emo
This text expresses anger

Expr.-S

Feels-Emo
This person feels anger

Feels.-S

WN-Def
This person expresses a strong
emotion; a feeling that is ori-
ented toward some real or sup-
posed grievance
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Pretrained NLI Models

Data Set for Pretraining: MultiNLI Corpus, 433k sentence pairs:

TLI MYPXM-GIRVI NLI CSVTYW

Adina Williams
 Nikita Nangia

 Sam Bo[man
 NYU

IRXVSHYGXMSR

The MYlti-Genre NatYral LangYage Inference (MYltiNLI) corpYs is a cro[d-soYrced
collection of 433k sentence pairs annotated [ith te\tYal entailment information. The
corpYs is modeled on the SNLI corpYs, bYt differs in that coZers a range of genres of
spoken and [ritten te\t, and sYpports a distinctiZe cross-genre generali^ation eZalYation.
The corpYs serZed as the basis for the shared task of the RepEZal 2017 Workshop at
EMNLP in Copenhagen.

E\aQTPIW
PVIQMWI LabIP H]TSXLIWMW

FicXion

The Old One al[a]s comforted Ca'daan, e\cept toda]. ReYXVal Ca'daan kne[ the Old
One Zer] [ell.

LeXXeVW

YoYr gift is appreciated b] each and eZer] stYdent [ho [ill bene¦t
from ]oYr generosit]. ReYXVal

HYndreds of stYdents
[ill bene¦t from ]oYr
generosit].

TeleThone STeech

]es no[ ]oY kno[ if if eZer]bod] like in AYgYst [hen eZer]bod]'s
on Zacation or something [e can dress a little more casYal or cSRXVadicXiSR

AYgYst is a black oYt
month for Zacations in
the compan].

9/11 ReToVX

At the other end of Penns]lZania AZenYe, people began to line Yp
for a White HoYse toYr. eRXailmeRX

People formed a line at
the end of
Penns]lZania AZenYe.

DS[RPSaH

MYltiNLI is distribYted in a single ZIP ¦le containing the corpYs as both JSON lines (jsonl)
and tab-separated te\t (t\t).

Do[nload: MYltiNLI 1.0 (227MB, ZIP)

PVIZMSYW ZIVWMSRW

MYPXMNLI

● https://cims.nyu.edu/~sbowman/multinli/
● Pretrained models from Huggingface, we use RoBERTa, BART, and DeBERTa
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Data Sets

● TEC (Mohammad 2012):
Twitter corpus, automatically labeled with emotion hashtags

Be the greatest dancer of your life! practice daily positive habits. [JOY]
● ISEAR (Scherer 1997):

Descriptions of emotional events, triggered by emotion name
When I was involved in a traffic accident. [FEAR]

● Blogs (Aman 2007):
Crowdsourced annotations of sentences from blogs

I’ve never missed anyone so much as you. [SADNESS]
Emotion labels: anger, fear, joy, sadness, disgust, surprise, guilt, shame
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The role of the NLI model
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● Does the choice of the NLI model matter?
● Performance differences between data sets are (mostly) independent of model

● Does the prompt matter regarding the data set?
● WN-Def always lowest performance
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The role of the NLI model

● If one NLI model performs ZSL well on some
domains, it also does so on others.
● That’s great! New, better models probably improve the results across domains.
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The role of the prompt design

Is the emotion representation in the prompt specific to a domain/dataset?

TEC Blogs ISEAR
Dataset

0.0
0.1
0.2
0.3
0.4
0.5
0.6

M
ac

ro
-F

1

Emo-Name
Emo-S
Expr-Emo
Expr-S
Feels-Emo
Feels-S
WN-Def

● TEC: single emotion names work better
than with synonyms
● BLOGS: synonyms harm the performance

for Feels-Emo/S prompts
● Generally: synonyms help, except for

some cases, in which annotaton
procedure might be the reason
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The role of the prompt design (3)

There is not a single prompt which works well across all domains.

But: Putting multiple prompts together in a model ensemble works nearly en par with
individual single prompts.
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Conclusion

● We showed the first evaluation of prompts across domains for emotion ZSL
classification.
● The concrete NLI model which forms the backbone seems not to matter.
● There is not one individual prompt which works best for each domain
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Where are we?

● We wanted to achieve a domain-independent and label-set independent model.
● We did pretty much achieve this, but the performance is lower than traditional machine

learning methods.
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Appraisal Theories

● Appraisal theories explain the relation between emotions based on other dimensions.
● If we can build appraisal predictors, this might help to have more robust emotion

prediction models.
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Cognitive Appraisal in Scherer’s Component Process model

E
ve
n
t

Relevance Implication Coping

Novelty

Intrinsic
Pleasantness

Goal
Relevance

Causality:
agent

Goal
conduciveness

Outcome
probability

Urgency

Causality
motive

Expectation
discrepancy

Control

Adjustment

Power

Internal
standards

External
standards

Normative
Significance

K.R. Scherer (2001). Appraisal Considered as a Process of Multilevel Sequential Checking.

Perhaps appraisals are an alternative, more general approach to emotion analysis?
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Research Questions

● Can appraisals be annotated reliably?
● Can we predict appraisal variables from event descriptions?
● Do appraisals help emotion categorization?
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Approach

Writer Readers

Appraisal
+

Emotion

Event
Description

produces

annotates

assess

reconstruct

recollects

Event

(1) (2) (3)

Phase 1 Phase 2

● Production: 550 event descriptions for anger, boredom, disgust, fear, guilt/shame, joy,
pride, relief, sadness, surprise, trust, no emotion
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Examples

pride I baked a delicious strawberry cobbler.

fear I felt ... when there was a power outage in my home. That day, my wife and I were
cuddling in the sitting room when a thunderstorm started. Then ... filled me when
thunder hit our roof and all the lights went off.

joy I found the perfect man for me, and the more time goes on, the more I realized he was
the best person for me. Every day is a ....
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Questions and Answers

● Do readers agree more with each other than with the writers?
(does the writer make use of information that the readers do not have)
● Yes, a bit for emotions; clearly for the appraisals.

● Does it matter if annotators share demographic properties?
● Females agree more with each other, but men less.
● People of similar age agree more.

● Does personality matter?
● Extraverted, conscientious, agreeable annotators perform better.

Setup:
● Filter instances for attribute, compare with F1/RMSE
● Significance test with bootstrap resampling for .95 confidence interval
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Examples (writer/reader/avg. writer–reader agreement as error)

● All writers/readers agree on emotion, high average appraisal agreement
pride, .65 I baked a delicious strawberry cobbler
fear, .84 A housemate came at me with a knife
● All writers/readers agree on emotion, low average appraisal agreement

disgust, 2.0 His toenails where massive
fear, 2.1 I felt ... going in to hospital
● All readers agree on the emotion, but not with the writer, high appraisal agreement

trust, joy, .87 I am with my friends
anger, fear, 1.1 My waters broke early during pregnancy
● All readers agree on the emotion, but not with the writer, low appraisal agreement

pride, sadness, 1.7 That I put together a funeral service for my Aunt
shame, relief, 1.8 I tasked with sorting out some files from the office the previous day

and I slept off when I got home
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Modeling Results

● Classification with RoBERTa-based models
● Appraisal Classification: 75 F1
● Emotion classification: 59 F1
● + Appraisals: +2pp F1

(+10 for guilt, +6 for sadness)
⇒ Appraisals help to build better models.

RoBERTa

Classification

Text

Emotion

Appraisal
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Examples where Appraisals correct the Emotion Classifier

● When my child settled well into school
trust→relief

● broke an expensive item in a shop accidently
guilt→shame

● my mother made me feel like a child
shame→anger

● I passed my Irish language test
pride→relief

● His toenails where massive
pride→disgust
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Conclusion & Summary

● We presented the first self-annotated large-scale appraisal corpus
● Annotators can reliably recover both emotions and appraisals

(demographics play a significant but small role)
● Appraisals help emotion categorization for some emotion categories
● More importantly: Appraisals help to understand reasons for disagreement

Institut für Maschinelle Sprachverarbeitung, Universität Stuttgart Roman Klinger ZPID, Dec 13, 2023 45 / 52



1 NLP Research Methods

2 Emotion Analysis

3 Zero-Shot Learning for Emotion Classification

4 Appraisal-based Emotion Analysis

5 Prompt Search for Text Generation

6 Take Home

Outline



. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .NLP Research Methods
. .. .. .. .. .EA

. .. .. .. .. .. .. .. .. .. .. .. .Zero-Shot Learning
. .. .. .. .. .. .. .. .. .. .. .Appraisal-based EA

. .. .. .. .Prompt Search
. .Take Home

Conditional Text Generation via Prompt Search

Task
Generate text that expresses a predefined emotion.

Applications
Module of dialogue systems, intelligent agents, or (story-)writing assistants.

State of the art
Guide the decoding of the text generation with emotion specific information.

Novel Method
Automatic prompt optimization of instruction-tuned models.
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Method: Automatic Prompt Optimization

● Seed prompt: “Write a text that expresses ⟨emotion⟩”
● Paraphrase: Replace/add/remove words in seed prompts
● Evaluation: Run generation process, evaluate with pre-trained emotion classifier
● Selection: Keep paraphrased prompts if performance is improved
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Example of Input/Output Pairs during Optimization (Flan-T5)

● Write a text that expresses disgust
● i don’t know what to do about it.

● Write a text to expresses disgust
● i’m disgusted.

● a text that expresses fear
● a text that expresses fear

● Write in a text to expresses shame
● i don’t know how to express my shame.

● Write a text that to expresses shame
● i’m sorry to hear that.

● Write in a long enough string to expresses joy
● a long enough string to express joy.

● Write a long text string to expresses joy
● i love you so much
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Take Home

● NLP Research is driven by task definitions and appropriate modeling
● Natural language inference can be applied for emotion classification – without knowing

the emotion categories in advance
● Annotation and language model fine-tuning: Appraisal theories as a novel approach to

emotion analysis in text – they support emotion classification and also do not require to
fully specify the emotion set
● Automatic prompt optimization: Emotion-conditioned text generation – very

challenging to automatically find well-performing prompts.
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