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What does it mean to “understand”?

Cambridge Dictionary: “to know the meaning of something that someone says”

e How can we make computers understand?

e How can we measure if we are successful?
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Desideratum: A machine that understands
language as humans do?

How to study language in its entirety?
(universal language understanding ability)

We study particular phenomena.
e We define concrete tasks to solve.
= Pragmatic approach to language understanding
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Donald Trump mocks Bill Gates after billionaire’s humiliating backflip on
climate change
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Donald Trump wasted no time mocking Bill Gates after the billionaire admitted that
climate change will not lead to humanity’s demise in a memo released yesterday.
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Tasks in Natural Language Understanding

“Donald Trump mocks Bill Gates after
billionaire’s humiliating backflip on climate change”

Sky News Australia, Oct 30, 2025
What information is in this sentence that’s worth understanding?
e Find entity names: Donald Trump ; Bill Gates
Recognize the sentiment: negative

Topic: climate change
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Tasks in Natural Language Understanding

“Donald Trump mocks Bill Gates after
billionaire’s humiliating backflip on climate change”

Sky News Australia, Oct 30, 2025
What information is in this sentence that’s worth understanding?
e Find entity names: Donald Trump ; Bill Gates

e Recognize the sentiment: negative
e Topic: climate change
e Stances: Bill Gates — opinion change on climate change.
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Tasks in Natural Language Understanding

“Donald Trump mocks Bill Gates after
billionaire’s humiliating backflip on climate change”
Sky News Australia, Oct 30, 2025
What information is in this sentence that’s worth understanding?
e Find entity names: Donald Trump ; Bill Gates

Recognize the sentiment: negative

Topic: climate change
Stances: Bill Gates — opinion change on climate change.

Relation: Donald Trump — negative opinion (Bill Gates)

Aggregating information enables many use cases:
diverse news recommendation, social network analysis, opinion mining, ...
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e If an “Al” can just solve the task by being
instructed, we don’t need manually
annotated data, and we don’t need to
spend a lot of effort in model
development.

e |n other words:

Does Bamberg need a Natural Language
Processing professor?
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That is a reasonable question! We should reflect on our role.

A lot of research goes into:
1. Formalizing concepts
2. Collecting and annotating corpora for model development
3. Advancing machine learning methods to better learn to reconstruct the annotations
4. Evaluation methods

If “Al” can do these steps sufficiently well, our work is essentially done.
Is that the case?
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To answer that, we need to understand what “Artificial Intelligence” means
The term encompasses many different topics.
Many agree that an important aspect is:
a system behaves in a way that appears to be intelligent.
Methods:
e Logical reasoning
e Machine learning
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Machine learning
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Is our work done? What is “Al”?

To answer that, we need to understand what “Artificial Intelligence” means.

The term encompasses many different topics.

e Many agree that an important aspect is:

a system behaves in a way that appears to be intelligent.
Methods:

Logical reasoning

Machine learning

Semantic language representations

Search and planning

Integration of world knowledge

e = The term “Atrtificial Intelligence” does NOT refer to one technology, but to many.
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e Large Language Models (LLMs) have billions of parameters ...
e ...and see huge amounts of text to find values for them.
e The main optimization steps are:

e Language modeling objective

e Instruction-tuning

e Alignment through human feedback
Finding the best output requires logical reasoning, semantic understanding,
efficient search, and world knowledge!
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To find out, we need to have data!

We want to challenge these models.

We are particularly interested in tasks that we consider also challenging for humans.

We will now look at three cases in which prompting language models does not lead to
the desired outcome.
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“You are an expert in emotion anno-
tation in arguments. Which emotion | 5

does the reader of the following argu-

ment likely feel?” O

We should ban plastic bottles,
because they harm the environment.

o Models lack access to context. 7

e They tend to predict fear or anger.

L. Greschner and R. Klinger (2025). “Fearful Falcons and Angry Llamas: Emotion Category Annotations of Arguments
by Humans and LLMs”. In: NLP4DH
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How can we conduct contextualized emotion detection
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WE SHOULD This argument is in line
BAN PLASTIC with my goals. | am
BOTTLES. familiar with it. It
makes me happy.
| find it convincing.

e \We need to develop and evaluate methods to collect data in context.
e Who's the speaker? Who's the listener?
e We need to develop methods to integrate

g contextual information in computational models.
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BUILDING WOULD
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FIRE SPREAD TO
o If we don't tell the model for whom it should make a O rLaths.

prediction, with whose annotations is it best aligned?

e Models best reconstruct a person’s annotation when
they are white, comparably young, and male.

J. Schifer et al. (2025). “Which Demographics do LLMs Default to During Annotation?” In: ACL
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For whom do models make predictions?

AN AMERICAN
BUILDING WOULD
COLLAPSE BEFORE
FIRE SPREAD TO
o If we don't tell the model for whom it should make a O rLaths.

prediction, with whose annotations is it best aligned?

e Models best reconstruct a person’s annotation when
they are white, comparably young, and male.

e We need to understand biases and make models work
well for everybody.

J. Schifer et al. (2025). “Which Demographics do LLMs Default to During Annotation?” In: ACL
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Human annotation varies — Should LLM’s annotation also vary

J. Li, S. Papay, and R. Klinger (2025). “Are Humans as Brittle as Large Language Models?” In: I|JCNLP-AACL
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Human annotation varies — Should LLM’s annotation also vary?

e You are an expert in emotion annotation. The label set is {LS}
The instance to classify is “The dog ran towards me.

J. Li, S. Papay, and R. Klinger (2025). “Are Humans as Brittle as Large Language Models?” In: I|JCNLP-AACL
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Human annotation varies — Should LLM’s annotation also vary?
e You are an expert in emotion annotation. The label set is {LS}.
The instance to classify is “The dog ran towards me.”

e anger, fear, joy, disgust,
sadness, surprise.

J. Li, S. Papay, and R. Klinger (2025). “Are Humans as Brittle as Large Language Models?” In: I|JCNLP-AACL
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e You are an expert in emotion annotation. The label set is {LS}.
The instance to classify is “The dog ran towards me.”

e anger, fear, joy, disgust, e surprise, sadness,
sadness, surprise. disgust, joy, fear, anger.

J. Li, S. Papay, and R. Klinger (2025). “Are Humans as Brittle as Large Language Models?” In: I|JCNLP-AACL
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e You are an expert in emotion annotation. The label set is {LS}.
The instance to classify is “The dog ran towards me.”

e anger, fear, joy, disgust, e surprise, sadness, e angr, feer, joy, disgst,
sadness, surprise. disgust, joy, fear, anger. sadnes, suprise.

J. Li, S. Papay, and R. Klinger (2025). “Are Humans as Brittle as Large Language Models?” In: I|JCNLP-AACL
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Human annotation varies — Should LLM’s annotation also vary? -

e You are an expert in emotion annotation. The label set is {LS}.

The instance to classify is “The dog ran towards me.”

e surprise, sadness, e angr, feer, joy, disgst,
disgust, joy, fear, anger.

sadnes, suprise.

e anger, fear, joy, disgust,
sadness, surprise.

600
400
200
0
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J. Li, S. Papay, and R. Klinger (2025). “Are Humans as Brittle as Large Language Models?” In: I|JCNLP-AACL
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Human annotation varies — Should LLM’s annotation also vary?
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e You are an expert in emotion annotation. The label set is {LS}.
The instance to classify is “The dog ran towards me.”

e anger, fear, joy, disgust, e surprise, sadness, e angr, feer, joy, disgst,
sadness, surprise. disgust, joy, fear, anger. sadnes, suprise.
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e You are an expert in emotion annotation. The label set is {LS}.
The instance to classify is “The dog ran towards me.”

e anger, fear, joy, disgust, e surprise, sadness, e angr, feer, joy, disgst,
sadness, surprise. disgust, joy, fear, anger. sadnes, suprise.
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e You are an expert in emotion annotation. The label set is {LS}.
The instance to classify is “The dog ran towards me.”

e anger, fear, joy, disgust, e surprise, sadness, e angr, feer, joy, disgst,
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e Human susceptibility to prompt changes differs from LLM’s brittleness.
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e You are an expert in emotion annotation. The label set is {LS}.
The instance to classify is “The dog ran towards me.”

e anger, fear, joy, disgust, e surprise, sadness, e angr, feer, joy, disgst,
sadness, surprise. disgust, joy, fear, anger. sadnes, suprise.
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e Human susceptibility to prompt changes differs from LLM’s brittleness.
e Do we want model’s outputs to vary as human'’s output does?
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Human annotation varies — Should LLM’s annotation also vary?

e You are an expert in emotion annotation. The label set is {LS}.
The instance to classify is “The dog ran towards me.”

e anger, fear, joy, disgust, e surprise, sadness, e angr, feer, joy, disgst,
sadness, surprise. disgust, joy, fear, anger. sadnes, suprise.
600 600 600
400 400 400
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e Human susceptibility to prompt changes differs from LLM’s brittleness.
e Do we want model’s outputs to vary as human'’s output does?
o Ifyes, how to achieve that? If no, what should they do?

f J. Li, S. Papay, and R. Klinger (2025). “Are Humans as Brittle as Large Language Models?” In: [|CN LP-AACL
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What do we do today?
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e NLPis a research area that aims at understanding how to capture language

meaning and structure computationally.
e Automatically understanding language helps to destill information from large

amounts of text, more than anybody could ever read.
e Models do not always behave as expected and not for everybody.
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o What is, and why do we study, Natural Language Processing?

e NLPis a research area that aims at understanding how to capture language
meaning and structure computationally.

e Automatically understanding language helps to destill information from large
amounts of text, more than anybody could ever read.

e Models do not always behave as expected and not for everybody.

e To understand what machines should do, we need to
understand human language in context.

« How does this research field change in the era of “Al”?

31/36

Fundamentals of Natural Language Processing Roman Klinger

BomNLP



Wrap Up
00@000

WIVERS;
SRICH: ’P,

Take Home o

o What is, and why do we study, Natural Language Processing?
e NLPis a research area that aims at understanding how to capture language
meaning and structure computationally.
e Automatically understanding language helps to destill information from large
amounts of text, more than anybody could ever read.
e Models do not always behave as expected and not for everybody.
e To understand what machines should do, we need to
understand human language in context.
« How does this research field change in the era of “Al”?

e LLMs do not (yet) just solve tasks “off the shelf” ...
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o What is, and why do we study, Natural Language Processing?
e NLPis a research area that aims at understanding how to capture language
meaning and structure computationally.
e Automatically understanding language helps to destill information from large
amounts of text, more than anybody could ever read.
e Models do not always behave as expected and not for everybody.
e To understand what machines should do, we need to
understand human language in context.
« How does this research field change in the era of “Al”?

e LLMs do not (yet) just solve tasks “off the shelf” ...
e ...but they show promising results for many tasks.
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o What is, and why do we study, Natural Language Processing?
e NLPis a research area that aims at understanding how to capture language
meaning and structure computationally.
e Automatically understanding language helps to destill information from large
amounts of text, more than anybody could ever read.
e Models do not always behave as expected and not for everybody.
e To understand what machines should do, we need to
understand human language in context.
« How does this research field change in the era of “Al”?
e LLMs do not (yet) just solve tasks “off the shelf” ...
e ...but they show promising results for many tasks.
e Systems relying on more traditional methods often work better.
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understanding of human expectations, their
behaviour, their properties that influence
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needed. (so...; No?)
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Thanks to:

Thank you for Nypct

. RINAX LS

your attention. SgoLox
. ) Jg'gn
Questions? Remarks? £,

e All research groups | was part of so far
[ and all collaborators.

e Joy Kearney, Mona Wirth and Romy
Schatzschneider for the organization.
e All of you for your interest!

‘ e Please reach out if you want to talk, chat,
DF Deutsche . . .
Forschungsgemeinschaft discuss, meet us, drink coffee, work with
us, collaborate, ...
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